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PREFACE

THE ESSAYSgathered in this volume addressthemselvesto one or anotherof four major topics in the philosophy of science, and have accordingly
been grouped under the headings "Confirmation, Induction, and Rational
Belief,” “Conceptions of Cognitive Significance," "Structure and Function
of Scientific Concepts and Theories," and “Scientific Explanation."

All but one of the pieces are revised versions of articles that have previously
appeared in print, as indicated in the footnotes on their origins. The longest
of the essays,from which this collection takes its title, was specifically written
for this volume. It presents a self-contained study of scientific explanation,
including a reexamination of the concept of explanation by covering laws as
it had been partially developed in two earlier essays, which are here reprinted
as items 9 and 10. The title essay also deals in some detail with explanation by
statisticallaws, a subject that had received only brief consideration in those
earlier articles. The analysis of statistical explanation here presented differs in
important respects from a previous study of the subject, published in 1962,
which is listed in the bibliography but not included in this volume.

Though articles 9 and 10 slightly overlap the title essay, they have been
reprinted here because they have been widely discussed in the recent literature
on explanation, so that it seemed worthwhile to make them available for
reference; and because most of the substance of those articles is not included

in the title essay.
While I still regard the central ideas of the reprinted essays as basically

sound, I have naturally changed my views on various points of detail. Where
it seemed appropriate, such changes have been indicated in footnotes marked

lvl
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"Added in 1964" or in the Postscripts by which I have supplemented three of
the articles. Stylistic changes, deletions of passages that did not advance the
argument, and corrections of minor errors have been effected without special
notice.

In the Postscripts just mentioned, I have also commented on some recent
developments in the philosophical analysis of the central problems, and I have
added some afterthoughts of my own. But I have not attempted to bring the
bibliographies of all the reprinted articles up to date, since merely to list more
recent publications without discussing their contents would have been pointless.

As I have tried to make clear at appropriate places in these essaysand in the
added notes and Postscripts, I have greatly benefitted from the work of others,
from discussions and criticisms of my writings that have appeared in print,
and from personal exchanges of ideas with friends, colleagues, and students: to
all these intellectual benefactors I am grateful.

Several of these essays were written during summer months in air—con­
ditioned seclusionat the house of my old friends Paul and Gabrielle Oppenheim
in Princeton. To Paul Oppenheim, with whom I have discussedphilosophical
questions for many a year, I am grateful also for letting me reprint here one of
the articles we wrote jointly. Work on some of the other essays was done
during a year as Fulbright Research Fellow in Oxford, 1959-60. Finally, a
sabbatical leave from Princeton University in conjunction with a Fellowship
for 1963-64 at that scholarly haven, the Center for Advanced Study in the
Behavioral Sciences, enabled me to write the title essay and to revise the
earlier articles for republication.

I am much indebted to the editors and publishers who permitted me to
reprint the articles and excerpts reproduced in this volume.

I gratefully dedicate this book to my wife; her sympathetic encouragement
and unfaltering support would have deserved a better offering.

C. G. H.

Stanford, California,

June, 1964



CONTENTS

Preface

1.CONFIRMATION, INDUCTION, AND RATIONAL BELIEF

J1. Studiesin the Logic of Confirmation
Postscript (1964) on Confirmation

2. Inductive Inconsistencies
3. Scienceand Human Values

II. CONCEPTIONS OF COGNITIVE SIGNIFICANCE

4. EmpiricistCriteria of Cognitive Significance: Problems
and Changes
Postscript (1964) on Cognitive Significance

5. A Logical Appraisal of Operationism

III.STRUCTUREAND FUNCTION OF SCIENTIFIC CONCEPTS
AND THEORIES

6. Fundamentalsof Taxonomy
7. Typological Methods in the Natural and the Social Sciences

J 8. The Theoretician’s Dilemma: A Study in the Logic of Theory
Construction

IV. SCIENTIFICEXPLANATION

9. The Function of General Laws in History
10. Studies in the Logic of Explanation

Postscript (1964) to Studies in the Logic of Explanation

11. The Logic of Functional Analysis
12. Aspectsof Scientific Explanation

Index

vii

47
53
8|

101

120
123

135

137

155

173

231

245

291
297

331

497

[vii]





CONFIRMATION, IND UCTION,

AND RA TIONAL BELIEF





I. STUDIES IN THE LOGIC

OF CONFIRMATION

1.OBJECTIVE OF THE STUDY1

THE DEFINING characteristicof an empirical statement is its capabilityof being tested by a confrontation with experiential Endings, i.e. with
the results of suitable experiments or focused observations. This feature dis­
tinguishesstatements which have empirical content both from the statements
of the formal sciences, logic and mathematics, which require no experiential
test for their validation, and from the formulations of transempirical meta­
physics,which admit of none.

The testability here referred to has to be understood in the comprehensive
senseof “testability in principle" or “theoretical testability"; many empirical
statements,for practical reasons, cannot actually be testednow. To call astatement
ofthiskindtestablein principle means that it is possible to statejust what experien­
tialfindings,if they were actually obtained, would constitute favorable evidence

1. The present analysis of confirmation was to a large extent suggested and stimulated by
a cooperativestudy of certain more general problems which were raisedby Dr. Paul Oppen­
heim, and which I have been investigating with him for several years. These problems concern
the formand the function of scientific lawsand the comparative methodology of the different
branchesof empirical science.

In my study of the logical aspects of confirmation, I have benefited gmtly by discussions
with Professor R. Carnap, Professor A. Tarski, and particularly Dr. Nelson Goodman. to
whom I am indebted for several valuable suggestions which will be indicated subsequently.

A detailed exposition of the more technical aspects of the analysisof confirmation presented
in this essay is included in my article ‘A Purely Syntactical Definition of Connrmation.’
Thejournal of Symbolic Logic, vol. 8 (1943).

Thisarticleis reprinted. with some changes, by kind permission of the editor of Mind, when
it appeared in volume 54, pp. 1-26 and 97-121 (1945).

[3]



[4] CONFIRMATION, INDUCTION, AND RATIONAL 13mm

for it, and what findings or “data,” aswe shall say for brevity, would constitute
unfavorable evidence; in other words, a statement is called testable in principle
if it ispossibleto describe the kind of data which would confirm or disconfirmit.

The concepts of confirmation and of disconfirmation as here understood
are clearly more comprehensive than those of conclusive verification and falsi­
fication. Thus, e.g., no finite amount of experiential evidence can conclusively
verify a hypothesis expressing a general law such as the law of gravitation, which
covers an inEnity of potential instances, many of which belong either to the
as yet inaccessiblefuture or to the irretrievable past; but a finite set of relevant
data may well be “in accord with” the hypothesis and thus constitute confirming
evidence for it. Similarly, an existential hypothesis, asserting, say, the existence
of an as yet unknown chemical element with certain specified characteristics,
cannot be conclusively proved false by a finite amount of evidence which fails
to "bear out" the hypothesis; but such unfavorable data may, under certain
conditions, be considered as weakening the hypothesis in question, or as con­
stituting disconfirming evidence for it.2

While, in the practice of scientific research,judgments as to the confirming
or disconfirmingcharacter of experiential data obtained in the testof a hypothesis
are often made without hesitation and with a wide consensusof opinion, it can
hardly be said that these judgments are based on an explicit theory providing
general criteria of confirmation and of disconfirmation. In this respect, the
situation is comparable to the manner in which deductive inferences are carried
out in the practice of scientific research: this, too, is often done without reference
to an explicitly stated system of rules of logical inference. But while criteria of
valid deduction can be and have been supplied by formal logic, no satisfactory
theory providing general criteria of confirmation and disconfirmation appears
to be available so far.

In the present essay, an attempt will be made to provide the elements of a
theory of this kind. After a brief survey of the significance and the present status
of the problem, I propose to present a detailed critical analysisof some common
conceptions of confirmation and disconfirmation and then to construct explicit
definitions for these concepts and to formulate some basic principles of what
might be called the logic of confirmation.

2. SIGNIFICANCE AND PRESENT STATUS OF THE PROBLEM

The establishmentof a general theory of confirmation may well be regarded
as one of the most urgent desiderata of the present methodology of empirical
science. Indeed, it seems that a precise analysis of the concept of confirmation is

2. This point as well as the possibility of conclusive verification and conclusive falsification
will be discussedin some detail in section 10 of the present paper.
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a necessarycondition for an adequate solution of various fundamental problems
concerning the logical structure of scientific procedure. Let us briefly survey
themost outstanding of these problems.

(a) In the discussion of scientific method, the concept of relevant evidence
plays an important part. And while certain inductivist accounts of scientific
procedure seem to assume that relevant evidence, or relevant data, can be col­
lectedin the context of an inquiry prior to the formulation of any hypothesis,
it shOuldbe. clear upon brief reflection that relevance is a relative concept;
experientialdata can be said to be relevant or irrelevant only with respect to a
givenhypothesis; and it is the hypothesis which determines what kind of data
or evidence are relevant for it. Indeed, an empirical finding is relevant for a

hypothesisif and only if it constitutes either favorable or unfavorable evidence
for it; in other words, if it either confirms or disconfirms the hypothesis. Thus,
a precisedefinition of relevance presupposes an analysis of confirmation and
disconfirmation.

(b)A closely related concept is that of instance of a hypothesis. The so-called
method of inductive inference is usually presented as proceeding from specific

casesto a general hypothesis of which each of the special cases is an "instance"
in the sensethat it conforms to the general hypothesis in question, and thus con­
stitutesconfirming evidence for it.

Thus,any discussion of induction which refers to the establishmentof general
hypotheseson the strength of particular instances is fraught with all those logical
difficulties—soonto be expounded—which beset the concept of confirmation.
A preciseanalysis of this concept is, therefore, a necessary condition for a clear
statementof the issuesinvolved in the problem complex of induction and of the
ideassuggested for their solution—110 matter what their theoretical merits or
demerits may be.

(c)Another issue customarily connected with the study of scientific method
isthequest for “rules of induction." Generally speaking, such rules would enable
us to infer, from a given set of data, that hypothesis or generalization which
accountsbest for all the particular data in the given set. But this construal of the
problem involves a misconception: While the process of invention by which
scientificdiscoveries are made is as a rule psychologicallyguided and stimulated by

antecedent knowledge of specific facts, its results are not logicallydeterminedby
them; the way in which scientific hypotheses or theories are discovered cannot
be mirrored in a set of general rules of inductive inference.3One of the crucial

3. Seethe lucid presentation of this point in Karl Popper's LogikderForschimg(Wien. 1935),
esp.sections 1, 2, 3, and 25, 26. 27; cf. also Albert Einstein's remarks in his lecture On the Method
of TheoreticalPhysics (Oxford. 1933), 11, 12. Also of interest in this context is the critical dis­
cussionof induction by H. Feigl in “The Logical Character of the Principleof Induction."
Philosophy of Science, vol. 1 (1934).
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considerations which lead to this conclusion is the following: Take .1scientific
theory such as the atomic theory of matter. The evidence on which it restsmay
be described in terms referring to directly observable phenomena, namely to
certain macroscopic aspects of the various experimental and observational data
which are relevant to the theory. On the other hand, the theory itselfcontainsa
large number of highly abstract, nonobservational terms such as ‘atom’,
‘electron’, ‘nucleus', ‘dissociation’, ‘valence' and others, none of which figures
in the description of the observational data. An adequate rule of induction would
therefore have to provide, for this and for every other conceivable case, mech­
anically applicable criteria determining unambiguously, and without any
reliance on the inventiveness or additional scientific knowledge of its user, all
those new abstract concepts which need to be created for the formulation of the
theory that will account for the given evidence. Clearly, this requirement cannot
be satisfied by any set of rules, however ingeniously devised; there can be no
general rules of induction in the above sense; the demand for them rests on a
confusion of logical and psychological issues.What determines the soundnessof
a hypothesis is not the way it is arrived at (it may even have been suggested by
a dream or a hallucination), but the way it stands up when tested, i.e. when
confronted with relevant observational data. Accordingly, the quest for rules
of induction in the original sense of canons of scientific discovery has to be
replaced, in the logic of science, by the quest for general objective criteria
determining (A) whether, and—if possible—even (B) to what degree, a hypo­
thesis H may be said to be corroborated by a given body of evidence E. This
approach differs essentially from the inductivist conception of the problem in
that it presupposes not only E, but also H as given, and then seeks to determine
a certain logical relationship between them. The two parts of this latter problem
can be related in somewhat more precise terms as follows:

(A) To give precise definitions of the two nonquantitative relational con­
cepts of confirmation and of disconfirmation; i.e. to define the meaning of the
phrases ‘E confirms H ’ and ‘E disconfirms H '. (When E neither confirms nor
disconfirms H, we shall say that E is neutral, or irrelevant, with respect to H.)

(B) (1) To lay down criteria defining a metrical concept “degree of con­
firmation of H with respect to E," whosevaluesare real numbers; or, failing this,

(2) To lay down criteria defining two relational concepts, “more
highly confirmed than "and “equally well confirmed as," which make possible
a nonmetrical comparison of hypotheses (eachwith a body of evidence assigned
to it) with respect to the extent of their confirmation.

Interestingly,problem B hasreceived much more attention in methodological
research than problem A; in particular, the various theories of the so-called
probability of hypothesesmay be regarded asconcerning this problem complex;
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wehavehere adopted‘ the more neutral term‘ degree of confirmation’ instead
of ‘probability' because the latter is used in science in a definite technical sense
involvingreference to the relative frequency of the occurrence of a given event in
asequence,and it is at least an open question whether the degree of confirmation
ofa hypothesiscan generally be defined as a probability in this statistical sense.

The theories dealing with the probability of hypotheses fall into two main
groups:the “logical” theories construe probability as a logical relation between
sentences(or propositions; it isnot always clear which is meant) ;‘ the "statistical"
theoriesinterpret the probability of a hypothesis in substance as the limit of the
relativefrequency of its confirming instances among all relevant cases.“ Now
it isa remarkable fact that none of the theories of the first type which have been
developedso far provides an explicit general defmition of the probability (or
degreeof confirmation) of a hypothesis H with respect to a body of evidenceB;
they all limit themselves essentially to the construction of an uninterpreted
postulationalsystem of logical probability.7 For this reason, these theories fail
to providea complete solution of problem B. The statistical approach, on the
otherhand, would, if successful,provide an explicit numerical defmition of the
degreeof confirmation of a hypothesis; this definition would be formulated in
termsof the numbers of confirming and disconfirming instances for H which
constitutethe body of evidence E. Thus, a necessary condition for an adequate
interpretationof degrees of confirmation as statistical probabilities is the estab­
lishmentof precise criteria of confirmation and disconfirmation; in other
words,the solution of problem A.

4. Following R. Carnap’s use in “Testability and Meaning," Philosophyof Science,Vols.
3 (1936)and 4 (1937) ; csp. section 3 (in Vol. 3).

5. This group includes the work of such writers as Janina Hosiasson—Lindenbaum[if for
instance,her article “Induction ct analogic: Comparaison de leur fondement,", Mind, Vol. 50
(1941)].HJeffrest. M. Keynes,13.0.KoopmanJ. Nicod, St.Mazurkiewicz,and F.Waismann.
Fora briefdiscussion of this conception of probability, see Ernest Nagel, Principlesofthe Theory
ofProbability(International Encyclopedia of United Science, Vol. I, no. 6, Chicago, 1939),
esp. sections 6 and 8.

6. Thechiefproponent of thisview isHansReichenbach; especially"Ueberlnduktion und
Wahrscheinlichkcit,” Erhenntnis, vol. 5 (1935), and Experience and Prediction(Chicago, 1933).
Chap. V.

7. (Added in 1964.) Since this article was written, R. Carnap has developed a theory of
inductivelogic which, for formalized languages of certain types, makes it possibleexplicitly to
define—withoutuse of the qualitative notion of confirming instance—aquantitative concept
ofdegreeof confirmation which has the formal characteristics of a probability; Carnap refers to
it as inductive, or logical, probability. For details, see especially R. Carnap, "On Inductive
Logic," Philosophy of Science, vol. 12 (1945); Logical Foundations of Probability (Chicago, 1950;
2nd ed., 1962); The Continuum of Inductive Methods (Chicago, 1952); “The Aim of Inductive

Logic” inE. Nagel, P. Suppes, and A. Tarski, eds., Logic, Methodology,andPhilowphy qua'ence.
Proceedingsof the 1960 International Congress (Stanford, 1962).
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However, despite their great ingenuity and suggestiveness, the attempts
which have been made so far to formulate a precise statistical definition of the
degree of confirmation of a hypothesis seem open to certain objections,8and
several authors9 have expressed doubts as to the possibility of defming the degree
of confirmation Ofa hypothesis as a metrical magnitude, though some of them
consider it as possible, under certain conditions, to solve at least the lessexacting
problem B (2), i.e. to establish standards of nonmetrical comparison between
hypotheses with respect to the extent of their confirmation. An adequate com­
parison of this kind might have to take into account a variety ofdifferent factors;1°
but again the numbers of the confirming and Of the disconfirming instances
which the given evidence includes will be among the most important of those
factors.

Thus, of the two problems, A and B, the former appears to be the more
basic one, first, because it does not presuppose the possibility ofdefming numerical
degrees of confirmation or of comparing different hypotheses as to the extent of
their confirmation; and second because our considerations indicate that any

attempt to solve problem B—unless it is to remain in the stage of an axiomatized
system without interpretation—is likely to require a precise definition of the
concepts of confirming and disconfirming instance of a hypothesis before it
can proceed to define numerical degrees of confirmation, or to lay down non­
metrical standards of comparison.

(d) It is now clear that an analysisof confirmation is of fundamental impor­
tance also for the study of a central problem of epistemology, namely, the elab­
oration of standards of rational belief or of criteria of warranted assertibility.

In the methodology of empirical science this problem is usually phrased as
concerning the rules governing the test and the subsequent acceptance or re­
jection of empirical hypotheses on the basis of experimental or observational
findings, while in its epistemological version the issue is often formulated as
concerning the validation of beliefs by reference to perceptions, sense data, or
the like. But no matter how the final empirical evidence is construed and in what
terms it is accordingly expressed, the theoretical problem remains the same: to

8. Cf. Karl Popper, Logil:derForschrmg(Wicn, 1935), section 80; Ernest Nagel, l.c., section 8,
and “Probability and the Theory of Knowledge,” Philosophyof Science,vol. 6 (1939); C. G.
Hempel, “Le probleme de la vérité," Theoria(GOtcborg), vol. 3 (1937), section 5, and “On the
Logical Form of Probability Statements," Erleermmis,Vol. 7 (1937-38), esp. section 5. Cf. also
Morton White, “Probability and Confirmation," Thejournal of Philosophy,Vol. 36 (1939).

9. See, for exampleJ. M. Keynes, A Treatiseon Probability (London, 1929), esp. Chap. III;
Ernest Nagel, Principles of the Theory of Probability, esp. p. 70; compare also the somewhat
less definitely skeptical statement by Carnap. I.c. (note 4) section 3, p. 427.

10. See especially the survey of such factors given by Ernest Nagel in Principles of the
Theory of Probability, pp. 66-73.
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characterize,in precise and general terms, the conditions under which a body
of evidence can be said to confirm, or to disconfirm, a hypothesis of empirical
character;and that is again our problem A.

(e)The same problem arises when one attempts to give a precisestatement of
the empiricist and operationalist criteria for the empirical meaningfulness of a
sentence; these criteria, as is well known, are formulated by reference to the

theoreticaltestability of the sentence by means of experiential evidence,u and
theconcept of theoretical testability, as was pointed out earlier, is closely related
to the concepts of confirmation and disconfirmation.la

Considering the great importance of the concept of confirmation, it is
surprisingthat no systematic theory of the nonquantitative relation of confirm­
ation seems to have been developed so far. Perhaps this fact reflects the tacit
assumptionthat the concepts of confirmation and of disconfirmation have a
sufficientlyclear meaning to make explicit definitions unnecessary or at least
comparatively trivial. And indeed, as will be shown below, there are certain
featureswhich are rather generally associated with the intuitive notion of con­
firming evidence, and which, at first, seem well suited to serve as defining
characteristicsof confirmation. Closer examination will reveal the definitions

thusobtainable to be seriously deficient and will make it clear that an adequate
definitionof confirmation involves considerable difficulties.

Now the very existence of such diHiculties suggests the question whether
the problem we are considering does not rest on a false assumption: Perhaps
thereareno objective criteria of confirmation; perhaps the decisionas to whether
a givenhypothesis is acceptablein the light of a given body of evidenceisno more
subjectto rational, objective rules than is the process of inventing a scientific
hypothesisor theory; perhaps, in the last analysis, it is a “sense of evidence," or
a feelingof plausibility in view of the relevant data, which ultimately decides
whether a hypothesis is scientifically acceptable.13 This view is comparable to
theopinionthat the validity of amathematical proof or of a logical argument has
to bejudged ultimately by reference to a feeling of soundness or convincingness;
andboth theses have to be rejected on analogous grounds: they involve a con­

11. Cf., for example, A.]. Ayer, Language, Truth and Logic(London and New York, 1936),
Ch.l;R. Carnap,"Testability and Meaning," sections 1,2,3; H. Feigl,"I.ogicalEmpiricism"(in
TwentiethCentury Philosophy, ed. by Dagobert D. Runes, New York, 1943); P.W. Bridgman,
TheLogicQfModem Physics (New York, 1928).

12. It should be noted, however, that in his essay “Testability and Meaning,” R. Carnap
hasconstructeddefinitions of testability and confirmability which avoid referenceto the concept
of confirming and of disconfirming evidence; in fact, no proposal for the definition of these
latter concepts is made in that study.

13. A view of this kind has been expressed, for example, by M. Mandelbaum in "Causal
Analysesin History," Journal oftheHistoryofIdeas,Vol. 3 (1942); esp.pp. 46-47.
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fusion of logicaland psychological considerations.Clearly, the occurrence or non­
occurrence of a feeling of conviction upon the presentation of grounds for an
assertion is a subjective matter which varies from person to person, and with
the same person in the course of time; it is Often deceptive and can certainly
serve neither as a necessary nor as a sufficient condition for the soundness of the
given assertion.l4A rational reconstruction of the standards of scientificvalidation
cannot, therefore, involve reference to a sense of evidence; it has to be based on

objective criteria. In fact, it seems reasonable to require that the criteria of em­
pirical confirmation, besides being objective in character, should contain no
reference to the specific subject matter of the hypothesis or of the evidence in
question; it ought to be possible, one feels, to set up purely formal criteria of
confirmation in a manner similar to that in which deductive logic provides
purely formal criteria for the validity of deductive inference.

With thisgoal in mind, we now turn to a study of the nonquantitative concept
of confirmation. We shall begin by examining some current conceptions of
confirmation and exhibiting their logical and methodological inadequacies; in
the course of this analysis, we shall develop a set of conditions for the adequacy
of any proposed definition of confirmation; and finally, we shall construct a
definition of confirmation which satisfiesthose general standards of adequacy.

3. NICOD’S CRITERION OF CONFIRMATION AND ITS SHORT­
COMINGS

We consider first a conception of confirmation which underlies many recent
studies of induction and of scientific method. A very explicit statement of this
conception has been given by jean Nicod in the following passage: “Consider
the formula or the law: A entailsB. How can a particular proposition, or more
briefly, a fact, affect its probability? Ifthis fact consists of the presence of B in a
case of A, it is favorable to the law ‘A entailsB’; on the contrary, if it consists of
the absence of B in a case of A, it is unfavorable to this law. It is conceivable that

we have here the only two direct modes in which a fact can influence the prob—
ability of a law. . . . Thus, the entire influence of particular truths or facts on the
probability of universal propositions or laws would operate by means of these
two elementary relations which we shall call confirmation and invalidation.”15
Note that the applicability of this criterion is restricted to hypotheses of the form
‘A entails B'. Any hypothesis H of this kind may be expressed in the notation

14. See Popper's statement, I.c., section 8.
15. Jean Nicod, Foundations of Geometry and Induction(transl. by P. P. Wiener), London,

1930; 219; also R. M. Eaton's discussion of “Confirmation and Infirmation,” which is
based on Nicod's views; it is included in Chap. III of his GeneralLogic(New York, 1931).
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of symboliclogic“ by means of a universal conditional sentence, such as, in the
simplest case,

(x)[P(x) D Q(x)]

i.e.‘Forany object x: if x is a P, then x is a Q,’ or also ‘Occurrence of the quality
P entailsoccurrence of the quality Q.’ According to the above criterion this
hypothesisis confirmed by an object a ifa is P and Q; and the hypothesis is dis­
confirmed by a if a is P, but not Q.17 In other words, an object confirms
a universalconditional hypothesis if and only if it satisfies both the ante­
cedent (here: ‘P(x)’) and the consequent (here: ‘Q(x)') of the conditional;
it disconfirmsthe hypothesis if and only if it satisfiesthe antecedent, but not the
consequent of the conditional; and (we add this to Nicod’s statement) it is
neutral, or irrelevant, with respect to the hypothesis if it does not satisfy the
antecedent.

This criterion can readily be extended so as to be applicable also to universal
conditionalscontaining more than one quantifier, such as ‘Twins always resemble
eachother’, or, in symbolic notation, ‘(x)(y)(Twins(x, y) D Rsbl(x, y))'. In these
cases,a confirming instance consists of an ordered couple, or triple, etc., of
objectssatisfying the antecedent and the consequent of the conditional. (In the
caseof the last illustration, any two persons who are twins and resemble each
other would confirm the hypothesis; twins who do not resemble each other
woulddiscontirm it; and any two persons not twins—no matter whether they
resembleeach other or not—would constitute irrelevant evidence.)

We shall refer to this criterion as Nicod's criterion.18 It states explicitly what

isperhapsthe most common tacit interpretation of the concept of confirmation.
While seemingly quite adequate, it suffers from serious shortcomings, as will
now be shown.

(a) First, the applicability of this criterion is restricted to hypotheses of
universalconditional form; it provides no standards of confirmation for exist­
ential hypotheses (such as ‘There exists organic life on other stars’, or 'Polio­
myelitisis caused by some virus') or for hypotheses whose explicit formulation
callsfor the use of both universal and existential quantifiers (suchas ‘Every human

16. In this essay. only the most elementary devices of this notation are used; the symbolism
isessentiallythat of Principia Mathematica, except that parentheses are used instead ofdots, and
thatexistentialquantification is symbolized by ‘(E)’instead of by the inverted 'E.’

17. (Added in 1964). More precisely we would have to say, in Nicod's parlance. that the
hypothesisis confirmed by the preposition that a is both Pand Q, andisdisconnrrned bythe
propositionthat a is P but not Q.

18. This term is chosen for convenience, and in view of the above explicit formulation
given by Nicod; it is not, of course, intended to imply that this concepu'onof connrmation
originatedwith Nicod.
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being dies some finite number of years after his birth”, or the psychological
hypothesis, ‘ You can fool all of the people some of the time and some of the
people all of the time, but you cannot fool all of the people all of the time',which
may be symbolized by ‘(x)(Et)Fl(x, t) - (Ex)(t)Fl(x, t) - ~ (x)(t)Fl(x, t)’, (where
‘Fl(x, t)’ stands for ‘You can fool person x at time t’). We note, therefore, the
desideratum of establishing a criterion of confirmation which is applicable
to hypothesesof any form."
((2)We now turn to a second shortcoming of N icod’s criterion. Consider the

two sentences

SI: ‘(x)lR3V¢n(x)D Black(x)]’;

S”: ‘(x)[~BlaCk(x)3 ~ Raven(x)]’

(Le. ‘All ravens are black’ and ‘Whatever is not black is not a raven'), and let
a, b, c, d be four objects such that a is a raven and black, 6 a raven but not black,
c not a raven but black, and d neither a raven nor black. Then according to
Nicod's criterion, a would confirm 81,but be neutral with respect to S2;I)would
disconflrm both 81and S2; cwould be neutral with respect to both SI andS2,and
dwould confirm S2,but be neutral with respectto 81.

But S1 and S2 are logically equivalent; they have the same content, they
are different formulations of the same hypothesis. And yet, by Nicod’scriterion,
either of the objects a and d would be confirming for one of the two sentences,
but neutral with respect to the other. This means that Nicod's criterion makes
confirmation depend not only on the content of the hypothesis, but also on its
formulation.”

One remarkable consequence of this situation is that every hypothesis to
which the criterion is applicable—Le. every universal conditional—can be
stated in a form for which there cannot possibly exist any confirming instances.
Thus, e.g. the sentence

(x)[(Raven(x)- ~ Black(x)) D (Raven(x) - ~ Raven(x)]

is readily recognized as equivalent to both SI and Sa above; yet no object what­
ever can confirm this sentence, Le.satisfy both its antecedent and its consequent;

19. For a rigorous formulation of the problem, it is necessaryhrst to lay down assumptions
as to the meansof expressionand the logical structure of the language in which the hypotheses
are supposedto be formulated; the desideratum then callsfor a deEnition of confirmation appli­
cable to any hypothesis which can be expressed in the given language. Generally speaking,
the problem becomes increasingly difficult with increasing richness and complexity of the as­
sumed language of science.

20. This diHicultywas pointed out, in substance, in my article “Le probleme de la vérité,”
Theoria (Goteborg), vol. 3 (1937), esp. p. 222.



Studiesin the Logic of Confirmation [1 3]

for the consequent is contradictory. An analogous transformation is, of course,
applicableto any other sentence of universal conditional form.

4. THEEQUIVALENCE CONDITION

The resultsjust obtained call attention to the following condition which an
adequatelydefined concept of confirmation should satisfy, and in the light of
whichNicod’s criterion has to be rejected as inadequate:

Equivalencecondition:Whatever confirms (disconfirms) one of two equivalent
sentences,also confirms (disconfirms) the other.

Fulfillment of this condition makes the confirmation of a hypothesis in­
dependentof the way in which it is formulated; and no doubt it will be conceded
that this is a necessary condition for the adequacy of any proposed criterion of
conhrmation. Otherwise, the question as to whether certain data confirm a
givenhypothesiswould have to be answered by saying: “That depends on which
ofthedifferentequivalent formulations of the hypothesis is considered"—which
appearsabsurd. Furthermore—and this is a more important point than an appeal
toafeelingof absurdity—an adequate definition of confirmation will have to do
justiceto the way in which empirical hypotheses function in theoretical scientific
contextssuch as explanations and predictions; but when hypotheses are used for
purposesof explanation or prediction,21 they serve as premises in a deductive
argumentwhose conclusion is a description of the event to be explained or pre­
dicted.The deduction isgoverned by the principles of formal logic, and according
tothelatter, a deduction which isvalid will remain so if some or allof the premises

arereplacedby different but equivalent statements; and indeed, a scientist will
feelfree, in any theoretical reasoning involving certain hypotheses, to use the
latterin whichever of their equivalent formulations are most convenient for the
developmentof his conclusions. But if we adopted a concept of confirmation
whichdid not satisfy the equivalence condition, then it would be possible, and
indeednecessary, to argue in certain cases that it was sound scientific procedure
to basea prediction on a given hypothesis if formulated in a sentence SI, because
a good deal of confirming evidence had been found for S]; but that it was al­
togetherinadmissible to base the prediction (say, for convenience of deduction)
on an equivalent formulation 52, because no confirming evidence for 52 was

21. For a more detailed account of the logical structure of scientificexplanation and pre­
diction, C. G. Hempel, “The Function of General Laws in History," Thejournal ofPhilosophy,
vol. 39 (1942), esp. sections 2, 3, 4. The characterization, given in that paper as well as in the
abovetext, of explanations and predictions as arguments of a deductive logical structure, em­
bodiesan oversimplification: as will be shown in section 7 of the present essay,explanations
andpredictions often involve "quasi-inductive" steps besidesdeductive ones. This point, how­
ever,doesnot aEect the validity of the above argument.
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available. Thus, the equivalence condition has to be regarded as a necessary
condition for the adequacy of any definitionof confirmation.

5. THE PARADOXES OF CONFIRMATION

Perhaps we seem to have been laboring the obvious in stressing the necessity
of satisfying the equivalence condition. This impression is likely to vanish upon
consideration of certain consequenceswhich derive from a combination of the
equivalence condition with a most natural and plausible assumption concerning
a sufficientcondition of confirmation.

The essence of the criticism we have leveled so far against Nicod’s criterion
is that it certainly cannot serve as a necessarycondition of confirmation; thus, in
the illustration given in the beginning of section 3, object a confirms SI and
should therefore also be considered asconfirming 82, while according to Nicod's
criterion it is not. Satisfactionof the latter is therefore not a necessary condition
for confirming evidence.

On the other hand, Nicod’s criterion might still be considered as stating it
particularly obvious and important sufficientcondition of confirmation. And
indeed, ifwe restrict ourselvesto universalconditional hypotheses in one variable”
—such as SI and Sa in the above illustration—then it seems perfectly reasonable
to qualify an object as confirming such a hypothesis if it satisfiesboth its ante­
cedent and its consequent. The plausibility of this view will be further corro­
borated in the course of our subsequent analyses.

Thus, we shallagree that if a isboth a raven and black, then a certainly confirms

22. This restriction is essential: In its general form which applies to universal conditionals
in any number of variables,Nicod's criterion cannot even be construed asexpressing a suBicient
condition ofconhrmation. This is shown by the following rather surprising example: Consider
the hypothesis:

51 =(x)(r)[~(R(x.r) ' RU.1)):>(R(xJ) ' ~ ROW)”­

Let a, b be two Objectssuch that R(a,b) and ~ R(b, d). Then clearly, the couple (a, b) satisfies
both the antecedent and the consequentof the universalconditional 8,; hence, if Nicod’scriter­
ion in its general form is accepted as stating a sumcient condition of connrmation, (a, b) con­
stitutes connrming evidence for 8,. But S, can be shown to be equivalent to

5:: (100911067)

Now, by hypothesis, we have ~ R(b, a); and this flatly contradicts S, and thus .51.Thus, the
couple (a, b), although satisfying both the antecedent and the consequent of the universal
conditional 81. actually constitutes disconfirming evidence of the strongest kind (conclusively
disconhrming evidence, as we shall say later) for that sentence. This illustration reveals a
striking and—as far as I am aware—hitherto unnoticed weakness of that conception of con­
firmation which underliesNicod's criterion. In order to realize the bearing of our illustration

upon Nicod's original formulation, let A and B be~ (R(x, y) -R0, 3:»and R(x, y) -~ (R0, 3:).
respectively. Then S, asserts that A entails B, and the couple (a, b) is a case of the presence of B
in the presenceof A; this should, according to Nicod, be favorable to SI.
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S]: ‘(x) (Raven(x) 3 Black(x))’, and if d is neither black nor a raven, d certainly
confirms 82: ‘(x) [~ Black(x) 3 ~ Raven(x)]’.

Let us now combine this simple stipulation with the equivalence condition.
Since 81and S2are equivalent, dis confirming also for SI; and thus, we have to
recognize as confirming for S1 any object which is neither black nor a raven.
Consequently, any red pencil, any green leaf, any yellow cow, etc., becomes

confirming evidence for the hypothesis that all ravens are black. This surprising
consequence of two very adequate assumptions (the equivalence condition and
the above sufficientcondition of confirmation) can be further expanded: The
sentence S] can readily be shown to be equivalent to 83: ‘(x) [(Raven(x) v ~
Raven(x)) 3 (~ Raven(x) v Black(x))]’,Le.‘Anything which is or is not a raven

is either no raven or black’. According to the above sufficient condition, 83 is
certainly confirmed by any object, say e, such that (I) e is or is not a raven

and, in addition (2) e is not a raven or is also black. Since (1) is analytic, these
conditionsreduce to By virtueof the equivalencecondition, we have there­
fore to consider as confirming for 81any object which is either no raven or also

black (in other words: any object which is no raven at all, or a black raven).
Of the four objects characterized in section 3, a, cand d would therefore con­

stitute confirming evidence for SI, while I)would be disconforming for 8,. This
implies that any nonraven represents confirming evidence for the hypothesis
that all ravens are black.“3

We shall refer to these implications of the equivalence condition and of the
above sufficient condition of confirmation as the paradoxesofconjirmation.

How are these paradoxes to be dealt with? Renouncing the equivalence
condition would not represent an acceptable solution, as it is shown by the con­
siderations presented in section 4. Nor does it seem possible to dispense with the
stipulation that an object satisfying two conditions, C1 and C2, should be con­
sidered as confirming a general hypothesis to the effect that any object which
satisfies Cl also satisfies C2.

But the deduction of the above paradoxical results rests on one other assump­
tion which is usually taken for granted, namely, that the meaning of general
empirical hypotheses, such as that all ravens are black, or that all sodium salts
burn yellow, can be adequately expressed by means of sentences of universal

23. (Added in 1964).The following further“paradoxial" consequenceof our two conditions
might be noted: Any hypothesis of universal conditional form can be equivalently rewritten
as another hypothesis of the same form which, even if true, can have no confirming instances
in Nicod's sense at all, since the proposition that a given object satisfiesthe antecedent and the

consequent of the second hypothesis is self-contradictory. For example, ‘(x) [P(x) 3 Q(x)]’
is equivalent to the sentence ‘(x)[(P(x) ' ~ Q(x)) 3 (P(x) ‘ ~ P(x))] ', whose consequent
is true of nothing.
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conditional form, such as ‘(x) [Raven(x) D Black(x)]’ and ‘(x) (Sod. Salt(x) :3
Burn Yellow (x))', etc. Perhaps this customary mode of presentation has to be
modified; and perhaps such a modification would automatically remove the
paradoxes ofconfirmatione If this isnot so, there seems to be only one alternative
left, namely to show that the impression of the paradoxical character of those
consequences is due to misunderstanding and can be dispelled, so that no theor­
etical difficulty remains. We shall now consider these two possibilities in turn:
Subsections 5.11 and 5.12 are devoted to a discussion of two different proposals
for a modified representation of general hypotheses; in subsection 5.2, we shall
discuss the second alternative, i.e. the possibility of tracing the impression of
paradoxicality back to a misunderstanding.

5.11. It has Oftenbeen pointed out that while Aristotelian logic, in agreement
with prevalent everyday usage, confers existential import upon sentences of the
form ‘All P's are Q’s’, a universal conditional sentence, in the sense of modern
logic, has no existential import; thus, the sentence

‘(x) [Mermaid(x) D Green(x)]’

does not imply the existence of mermaids; it merely asserts that any Objecteither
is not a mermaid at all, or a green mermaid; and it is true simply because of the
fact that there are no mermaids. General laws and hypotheses in science,however
—so it might be argued— are meant to have existential import; and one might
attempt to express the latter by supplementing the customary universal con­
ditional by an existential clause. Thus, the hypothesis that all ravens are black
would be expressed by means of the sentence 8,: ‘[(x) (Raven(x) 2) Black(x)]­
(Ex)Raven(x)’; and the hypothesis that no nonblack things are ravens by S2:
‘(x)[~Black(x)3 ~ Raven(x)]- ~ Black(x)’.Clearly, thesesentencesare
not equivalent, and of the four objects a, b, c, (1characterized in section 3, part (1)),
only a might reasonably be said to confirm SI, and only d to confirm S2. Yet
this method of avoiding the paradoxes of confirmation is open to serious ob­
jections:

(a)Firstof all, the representation of every general hypothesis by a conjunction
of a universal conditional and an existential sentence would invalidate many
logical inferences which are generally accepted as permissible in a theoretical
argument. Thus, for example, the assertions that all sodium salts burn yellow,
and that whatever does not burn yellow is no sodium salt are logically equivalent
according to customary understanding and usage, and their representation by
universal conditionals preserves this equivalence; but if existential clauses are
added, the two assertions are no longer equivalent, as is illustrated above by the
analogous case of SI and 83.

(b) Second, the customary formulation of general hypotheses in empirical
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scienceclearly does not contain an existential clause, nor does it, as a rule, even

indirectlydetermine such a clause unambiguously. Thus, consider the hypothesis
that if a person after receiving an injection of a certain test substancehas a positive
skinreaction, he has diphtheria. Should we construe the existential clause here as

referringto persons, to persons receiving the injection, or to persons who, upon
receiving the injection, show a positive skin reactione A more or less arbitrary
decisionhas to be made; each of the possible decisions gives a different interpre­
tationto the hypothesis, and none of them seems to be really implied by the latter.

(c)Finally, many universal hypotheses cannot be said to imply an existential
clauseat all. Thus, it may happen that from a certain astrophysical theory a
universalhypothesis is deduced concerning the character of the phenomena
whichwould take place under certain specified extreme conditions. A hypOthesis
ofthiskind need not (and, as a rule, does not) imply that such extreme conditions
everwere or will be realized; it has no existential import. Or consider a biological
hypothesisto the effect that whenever man and ape are crossed, the offspring will
have such and such characteristics. This is a general hypothesis; it might be
contemplated as a mere conjecture, or as a consequence of a broader genetic
theory,other implications of which may already have been tested with positive
results;but unquestionably the hypothesis does not imply an existential clause
assertingthat the contemplated kind of cross-breeding referred to will, at some
time,actually take place.

5.12. Perhaps the impression of the paradoxical character of the cases dis­
cussedin the beginning of section 5 may be said to grow out of the feeling that
thehypothesis that all ravens are black is about ravens, and not about nonblack
things,nor about all things. The use of an existential clause was one attempt at
exhibitingthis presumed peculiarity of the hypothesis. The attempt has failed,
andif we wish to express the point in question, we shallhave to look for a stronger
device.The idea suggests itself of representing a general hypothesis by the cus­
tomary universal conditional, supplemented by the indication of the specific
“fieldof application" of the hypothesis; thus, we might represent the hyp0thesis
that all ravens are black by the sentence ‘(x) [Raven(x) I) Black(x)]’ or any one
ofitsequivalents, plus the indication ‘Classof ravens', characterizing the field of
application;and we might then require that every confirming instance should
belongto the field of application. This procedure would exclude the objects c
andd from those constituting confirming evidence and would thus avoid those
undesirableconsequences of the existential-clause device which were pointed out
in5.11 But apart from this advantage, the second method isopen to objections
similarto those which apply to the first: (a) The way in which general hypotheses
areusedin science never involves the statement of a field of application; and the
choiceof the latter in a symbolic formulation of a given hypothesis thus intro—
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duces again a considerable measure of arbitrariness. In particular, for a scientific
hypothesis to the'effect that all P's are Q’s, the field of application cannot simply
be said to be the class of all P’s; for a hypothesis such as that all sodium saltsburn
yellow finds important application in tests with negative results; e.g.,it maybe
applied to a substance of which it is not known whether it contains sodium salts,
nor whether it burns yellow; and if the flame does not turn yellow, the hypo­
thesis serves to establish the absence of sodium salts. The same is true of all other

hypotheses used for tests of this type. (b) Again, the consistent use of a field of
application in the formulation of general hypotheses would involve considerable
logical complications, and yet would have no counterpart in the theoretical
procedure of science, where hypotheses are subjected to various kinds of logical
transformation and inference without any consideration that might be regarded
as referring to changes in the fields of application. This method of meeting the
paradoxes would therefore amount to dodging the problem by means of an
adhocdevice which cannot be justified by reference to actual scientificprocedure.

5.2 We have examined two alternatives to the customary method of rep­
resenting generalhypotheses by means of universal conditionals; neither of them
proved an adequate means of precluding the paradoxes of confirmation. We
shall now try to show that what is wrong does not lie in the customary way of
construing and representing general hypotheses, but rather in our reliance on
a misleading intuition in the matter: The impression of a paradoxical situation
is not objectively founded; it is a psychological illusion.

(a) One source of misunderstanding is the view, referred to before, that a
hypothesis of the simple form ‘Every P is a Q', such as ‘All sodium salts burn
yellow’, assertssomething about a certain limited class of objects only, namely,
the class of all P’s. This idea involves a confusion of logical and practical con­
siderations: Our interest in the hyporhesis may be focussed upon its applicability
to that particular class of objects, but the hypothesis nevertheless asserts some—
thing about, and indeed imposes restrictions upon, all objects (within the logical
type of the variable occurring in the hypothesis, which in the case of our last
illustration might be the classof all physical objects). Indeed, a hypothesis of the
form ‘Every P is a Q’ forbids the occurrence of any objects having the property
P but lacking the property Q; i.e. it restricts all objects whatsoever to the class
of those which either lack the property P or also have the property Q. Now,
every object either belongs to this classor fallsoutside it, and thus, every object—
and not only the P’s—either conforms to the hypothesis or violates it; there is
no object which is not implicitly referred to by a hypothesis of this type. In
particular, every object which either isno sodium salt or burns yellow conforms
to, and thus bears out, the hypothesis that all sodium salts burn yellow; every
other object violates that hypothesis.
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The weakness of the idea under consideration is evidenced also by the ob­
scrvationthat the class of objects about which a hypothesis is supposed to assert
somethingis in no way clearly determined, and that it changes with the context,
as was shown in 5.12 (a).

(b)A second important source of the appearance of paradoxicality in certain
casesof confirmation is exhibited by the following consideration.

Suppose that in support of the assertion ‘All sodium salts burn yellow'
somebodywere to adduce an experiment in which a piece of pure ice was held
intoacolorlessflame and did not turn the flame yellow. This resultwould confirm
theassertion,‘Whatever does not burn yellow isno sodium salt’and consequently,
byvirtueof the equivalence condition, it would confirm the original formulation.
Why does this impress us as paradoxical? The reason becomes clear when we
comparethe previous situation with the case where an object whose chemical
constitutionis as yet unknown to us is held into a flame and failsto turn it yellow,
andwhere subsequent analysis reveals it to contain no sodium salt.This outcome,
weshouldno doubt agree, is what was to be expected on the basisof the hypo­
thesisthat all sodium salts burn yellow—no matter in which of its various
equivalentformulations it may be expressed; thus, the data here obtained con­
stituteconfirming evidence for the hypothesis. Now the only differencebetween
the two situations here considered is that in the first case we are told beforehand

thetestsubstance is ice, and we happen to “know anyhow" that ice contains no
sodiumsalt; this has the consequence that the outcome of the flame-color test
becomesentirely irrelevant for the confirmation of the hypothesis and thus can
yieldno new evidence for us. Indeed, if the flame should not turn yellow, the
hypothesisrequires that the substance contain no sodium salt—and we know
beforehandthat ice does not; and if the flame should turn yellow, the hypothesis

would impose no further restrictions on the substance: hence, either of the
possibleoutcomes of the experiment would be in accord with the hypothesis.

The analysis of this example illustrates a general point: In the seemingly
paradoxicalcasesof confirmation, we are often not actuallyjudging the relation
ofthe given evidence E alone to the hypothesis H (we fail to observe the metho­
dologicalfiction, characteristic of every case of confirmation, that we have no
relevantevidence for H other than that included in E); instead, we tacitly intro­
ducea comparison of H with a body of evidence which consistsof E in conjunc­
tion with additional information that we happen to have at our disposal;
inour illustration, this information includes the knowledge (1) that the substance
usedin the experiment is ice, and (2) that ice contains no sodium salt. Ifwe assume
thisadditional information as given, then, of course, the outcome of the experi­
mentcan add no strength to the hypothesis under consideration. But if we are
carefulto avoid this rarir reference to additional knowledge (which entire-iv
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changes the character of the problem), and if we formulate the question as to
the confirming character of the evidence in a manner adequate to the concept
of confirmation as used in this paper, we have to ask: Given some object a (it
happens to be a piece of ice, but this fact is not included in the evidence), and
given the fact that a does not turn the Hame yellow and is no sodium salt: does
a then constitute confirming evidence for the hypothesis: And now—no matter
whether a is ice or some other substance—it is clear that the answer has to be in
the affirmative; and the paradoxes vanish.

So far, in section (b), we have considered mainly that type of paradoxical case
which is illustrated by the assertion that any nonblack nonraven constitutes con­
firming evidence for the hypothesis, ‘All ravens are black.’ However, the
general ideajust outlined applies aswell to the even more extreme casesexempli­
fied by the assertion that any nonraven as well as any black object confirms the
hypothesis in question. Let us illustrate this by reference to the latter case. If the
given evidence E—i.e. in the sense of the required methodological fiction, all
data relevant for the hypothesis—consistsonly of one object which, in addition,
is black, then B may reasonably be said to support even the hypothesis that all
objects are black, and afortiori E supports the weaker assertion that all ravens are
black. In this.case,again, our factual knowledge that not all objects are black tends
to create an impression ofparadoxicality which isnot justified on logical grounds.
Other paradoxical cases of confirmation may be dealt with analogously. Thus
it turns out that the paradoxes of conhrmation, as formulated above, are
due to a misguided intuition in the matter rather than to a logical flaw in the two
stipulations from which they were derived.“'95

24. The basic idea of section (b) in the above analysisis due to Dr. Nelson Goodman, to
whom [wish to reiterate my thanks for the help he rendered me, through many discussions,
in clarifying my ideas on this point.

25. The considerations presented in section (b) above are also influenced by, though not
identical in content with, the very illuminating discussion of the paradoxes by the Polish
methodologist and logicianJanina Hosiasson-Lindenbaum; her article“On Confirmation,”
Thejoumal qf SymbolicLogic, vol. 5 (1940), especially section 4. Dr. Hosiasson’s attention had
been called to the paradoxes by my article “Le probleme de la vérité" (cf note 20) and by
discussions with me. To my knowledge, hers has so far been the only publication which
presents an explicit attempt to solve the problem. Her solution is based on a theory of degrees
of con6rmation, which is developed in the form of an uninterpreted axiomtaic system, and
most of her arguments presuppose that theoretical framework. I have profited, however, by
some of Miss Hosiasson’smore general observations which proved relevant for the analysis
of the paradoxesof the nongraduated or qualitative concept of conhrmation which forms the
object of the present study.

One point in thoseofMiss Hosiasson'scomments which rest on her theory of degreesof con­
firmation is of particular interest, and I should like to discuss it brieay. Stated in reference to
the raven hypothesis, it consists in the suggestion that the finding of one nonblack object
which is no raven, while constituting eonhrming evidence for the hypothesis, would increase
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6. CONFIRMATION CONSTRUED AS A RELATION BETWEEN
SENTENCES

Our analysis of Nicod’s criterion has so far led to two main results: The
rejectionof that criterion in view of several deficiencies,and the emergence of
theequivalencecondition as a necessary condition of adequacy for any proposed
definitionof confirmation. Another aspect of Nicod’s criterion requires con­
siderationnow. In our formulation of the criterion, confirmation was construed

asa dyadic relation between an object or an ordered set of objects, representing
the evidence, and a sentence, representing the hypothesis. This means that
confirmation was conceived of as a semantical relation“ obtaining between
certainextra-linguistic objects” on one hand and certain sentenceson the other.
It is possible, however, to construe confirmation in an alternative fashion as a
relationbetween two sentences, one describing the given evidence, the other
expressingthe hypothesis. Thus, instead of saying that an object a which is
both a raven and black (or the fact of a being both a raven and black) confirms
thehypothesis that all ravens are black, we may say that the evidence sentence,

26. For a detailed account of this concept, see C. W. Morris, Foundationsof the Theory of
Signs(Internat. Encyclopedia of Unified Science, vol. I, No. 2, Chicago, 1938) and R. Camap
Introductionto Semantics (Cambridge, Mass., 1962), esp. sections 4 and 37.

27. Instead of making the first term of the relation an object or a sequenceof objects we
might construe it as a state of affairs (or perhaps as a fact, or a proposition, as Nicod puts it),
suchas that state of affairs which consists in a being a black raven, etc.

thedegreeofconfirmation of the hypothesis by a smaller amount than the finding of one raven
which is black. This is said to be so because the class of all ravens is much less numerous than

that of all nonblack objects, so th'at—to put the idea in suggestive though somewhat mis­
leadingterms—the finding of one black raven confirms a larger portion of the total content
of the hypothesis than the finding of one nonblack nonraven. In fact, from the basic assump­
tions of her theory, Miss Hosiasson is able to derive a theorem according to which the above
statementabout the relative increase in degree of confirmation will hold provided that actually
the number of all ravens is small compared with the number of all nonblack objects. But is
this last numerical assumption actually warranted in the present case and analogously in all
Other“paradoxical” cases? The answer depends in part upon the logical structure of the
languageof science. If a "coordinate language" is used, in which, say,finite spacebtimeregions
5gure as individuals, then the raven hypothesis assumes some such form as ‘Every space-time
regionwhich contains a raven contains something black' ; and even if the total number of ravens
everto existis finite, the classofspace-time regions containing a raven hasthe power of the con­
tinum, and so does the classof space-time regions containing something nonblack; thus, for a
coordinate language of the type under consideration, the above numerical assumption is not
warranted.Now the use of a coordinate language may appear quite artiEcialin this particular
illustration;but it will seem very appropriate in many other contexts, suchas,e.g.,that of physi­
calfield theories. On the other hand, Miss I-Iosiasson'snumerical assumption may well bejusti­
lied on the basis of a “thing language,” in which physical objects of nnite size function as
individuals.Of course. even on this basis, it remains an empirical question, for every hypo­
thesisof the form 'All P’sare Q's’, whether actually the classofnon-Q’s ismuch more numerous
than the classof P’s; and in many casesthis question will be very diliicult to decide.
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‘a is a raven and a is black’, confirms the hypothesis-sentence (briefly, the hypo­

thesis), ‘Allravens are black’. We shall adopt this conception of confirmation asa
relation between sentences here for the following reasons: First, the evidence
adduced in support or criticism of a scientific hypothesis is always expressedin
sentences,which frequently have the character of observation reports; and second,
it will prove very fruitful to pursue the parallel, alluded to in section 2 above,
between the concepts of confirmation and of logical consequence. And juSt as
in the theory of the consequence relation, i.e. in deductive logic, the premisesof
which a given conclusion is a consequence are construed as sentences rather than
as “facts,” so we propose to construe the data which confirm a given hypothesis
as given in the form of sentences.

The preceding reference to observation reports suggests a certain restriction
which might be imposed on evidence sentences. Indeed, the evidence adduced
in support of a scientific hypothesis or theory consists, in the last analysis, in data
accessibleto what is loosely called direct observation, and such data areexpressible
in the form of “observation reports.” In view of this consideration, we shall
restrict the evidencesentenceswhich form the domain of the relation of confirm­
ation to sentences of the character of observation reports. In order to give a
precise meaning to the concept of observation report, we shall assume that we
are given a well-determined “language of science," in terms of which allsentences
under consideration, hypotheses as well as evidence sentences, are formulated.
We shall further assume that this language contains, among other terms, a
clearly delimited “observational vocabulary" which consistsof terms designating
more or lessdirectly observable attributes of things or events, such as, say, ‘black,’
‘taller than’, ‘burning with a yellow light’, etc., but no theoretical constructs
such as ‘aliphaticcompound', ‘circularly polarized light’, ‘heavy hydrogen’, etc.

We shall now understand by a hypothesisany sentence which can be ex­
pressed in the assumed language of science,no matter whether it is a generalized
sentence, containing quantifiers, or, a particular sentence referring only to a
finite number of particular objects. An observationreport will be construed
as a finite class(or a conjunction of a finite number) of observation sentences;
and an observation sentence as a sentence which either asserts or denies that a

given object has a certain observable property (e.g. ‘a is a raven', ‘dis not black'),
or that a given sequence of objects stand in a certain observable relation (e.g.
‘a is between 17and c').

Now the concept of observability itselfobviously is relative to the techniques
of observation used. What is unobservable to the unaided sensesmay well be
observable by means of suitable devices such as telescopes, microscopes, polari­
scopes, lie detectors, Gallup polls, etc. If by direct observation we mean such
observational procedures as do not make use of auxiliary devices, then such
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property terms as ‘black’, ‘hard’, ‘liquid', ‘cool', and such relation terms as

'above’, ‘between', ‘spatially coincident’, etc., might be said to refer to directly
observableattributes; if observability is construed in a broader sense, so as to

allowfor the use of certain specified instruments or other devices, the concept
of observable attribute becomes more comprehensive. If, in our study of con­
firmation,we wanted to analyze the manner in which the hypothesesand theories
of empirical science are ultimately supported by “evidence of the senses," then
weshould have to require that observation reports refer exclusively to directly
observableattributes. This View was taken, for simplicity and concreteness, in
the preceding parts of this section. Actually, however, the general logical
characteristicsof that relation which obtains between a hypothesis and a group
of empirical statements which support it, can be studied in isolation from this
restrictionto direct observability. All we will assume here is that in the context of
thescientihctest of a given hypothesis or theory, certain specifiedtechniques of
observationhave been agreed upon; these determine an observational vocabu­
lary,namely, a set of terms designating properties and relations observable by
meansof the accepted techniques. For our purposes it is entirely sufficient that
theseterms, constituting the observational vocabulary, be given. An observation
sentenceis then defined simply as a sentence affirming or denying that a given
object,or sequence of objects, possessesone of those observable attributes.23

Letit be noted that we do not require an observation sentenceto be true, nor
tobeacceptedon the basisof actual observations; rather, an observation sentence
expressessomething that is decidable by means of the accepted techniques of

28. The concept of observation sentence has, in the context of our study, a status and a
logicalfunction closely akin to that of the concepts of protocol statement or basissentence,etc.,
asusedin many recent studies of empiricism. However, the conception of observation sentence
which is being proposed in the present study is more liberal in that it renders the discussion
of thelogicalproblems of testingand confirmation independent of varioushighly controversial
epistemologicalissues; thus, e.g., we do not stipulate that observation reports must be about
psychicevents,or about senseperceptions(i'.e. that they have to be expressed in terms of a vocab­
ulary of phenomenology, or of introspective psychology). According to the conception of
observationsentence adopted in the present study, the “objects” referred to in an observation
sentencemay be construed in any one of the sensesjust referred to, or in various other ways;
for example, they might be space-time regions, or again physical objects such as stones, trees,
etc. (most of the illustrations given throughout this article represent observation sentences
belongingto this kind of “thing language"); all that we require is that the few very general
conditions stated above be satisfied.

These conditions impose on observation sentences and on observation reports certain
restrictionswith respect to their form; in particular, neither kind of sentencemay contain any
quantifiers.This stipulation recommends itself for the purposes of the logical analysishere to
be undertaken; but we do not wish to claim that this formal restriction is indispensable. On
the contrary, it is quite possible and perhaps desirable also to allow for observation sentences
containing quantifiers: our simplifying assumption is introduced mainly in order to avoid
considerablelogical complications in the deEnition of conhrmation.
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observation. In other words, an observation sentence describesapossibleoutcome
of the accepted observational techniques; it asserts something that might con­
ceivably be established by means of those techniques. Possibly, the term "obser­
vation-type sentence” would be more suggestive; but for convenience we give
preference to the shorter term. An analogous comment applies, of course, to
our definition of an observation report as a class or a conjunction of observation
sentences. The need for this broad conception of observation sentences and
observation reports is readily recognized: Confirmation as here conceived is a
logical relationship between sentences, just as logical consequence is. Now
whether a sentence S2isa consequence of a sentence S1does not depend on whether
or not 8, is true (or known to be true); and analogously, the criteria of whether
a given statement, expressed in terms of the observational vocabulary, conEIms
a certain hypothesis cannot depend on whether the statements in the report are
true, or based on actual experience, or the like. Our definition of confirmation
must enable us to indicate what kind of evidence wouldconfirm a given hypothe­

sis it were available; and clearly the sentence characterizing such evidence can
be required only to express something that might be observed, but not necessarily
something that has actually been established by observation.

It may be helpful to carry the analogy between confirmation and consequence
one step further. The truth or falsityof SI isirrelevant for the question of whether
82 is a consequence of S1(whether S2can be validly inferred from SI); but in a
logical inference which justifies a sentence S2 by showing that it is a logical
consequence of a conjunction of premises, SI, we can be certain of the truth of
82 only if we know S1 to be true. Analogously, the question of whether an
observation report stands in the relation of confirmation to a given hypothesis
does not depend on whether the report states actual or fictitious observational
findings; but for a decision as to the soundness or acceptability of a hypothesis
which is confirmed by a certain report, it is of course necessary to know whether
the report is based on actual experience or not. just as a conclusion of a logical
inference, shown to be true, must be (a1) validly inferred from (a2) a set of

true premises, so a hypothesis, to be scientifically acceptable, must be (b1)
formally confirmed by (b2) reliable reports on observational findings.

The central problem of this essayis to establish general criteria for the formal
relation of confirmation as referred to in (b1); the analysis of the concept of a
reliable observation report, which belongs largely to the field of pragmatics,”
fallsoutside the scopeof the present study. One point, however, deservesmention
here. A statement in the form of an observation report (for example, about the

position of the pointer of a certain thermograph at 3 A.M.)may be accepted or
29. An account of the concept of pragmatics may be found in the publications listed in

note 26.
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rejected in science either on the basis of direct observation, or because it is
indirectlyconfirmed or disconfirmed by other accepted observation sentences
(in the example, these might be sentences describing the curve traced by the
pointerduring the night); and becauseof this possibilityof indirect confirmation,
ourstudyhasa bearing also on the question of the acceptanceof hypotheses which
havethemselvesthe form of observation reports.

The conception of confirmation as a relation between sentences analogous
tothatof logicalconsequence suggestsyet another requirement for the attempted
definitionof confirmation: While logical consequence has to be conceived of
as a basically semantical relation between sentences, it has been possible, for
certainlanguages, to establish criteria of logical consequence in purely syntactical
terms.Analogously, confirmation may be conceived of as a semantical relation
betweenan observation report and a hypothesis; but the parallel with the con­
sequencerelation suggests that it should be possible, for certain languages,
toestablishpurely syntactical criteria of confirmation. The subsequent consider­
ationswill indeed eventuate in a definition of confirmation based on the concept

oflogicalconsequence and other purely syntactical concepts.
The interpretation of confirmation as a logical relation between sentences

involvesno essential change in the central problem of the present study. In
particular,all the points made in the preceding sections can readily be rephrased
inaccordancewith this interpretation. Thus, for example, the assertion that an
objecta which is a swan and white confirms the hypothesis ‘(x) [Swan(x) D
White(x)]’can be expressed by saying that the observation report ‘Swan(a)­
White(a)’confirms that hypothesis. Similarly, the equivalence condition can be
reformulatedas follows: If an observation report confirms a certain sentence,
thenit alsoconfirms every sentence which is logically equivalent with the latter.
Nicod’scriterion as well as our grounds for rejecting it can be reformulated
alongthe samelines. We presented N icod's concept of confirmation as referring
to a relation between nonlinguistic objects on one hand and sentences on the
otherbecausethis approach seemed to approximate most closely Nicod's own
formulations,30and because it enabled us to avoid certain technicalities which

areactually unnecessary in that context.

7.THE PREDICTION-CRITERION OF CONFIRMATION AND ITS
SHORTCOMINGS

We are now in a position to analyze a second conception of confirmation,

30. (Addedin 1964.)Actually this isnot correct; note 17above. But, as isreadily seen, the
objectionsraisedin this article against Nicod’s criterion remain in force alsowhen that criterion
isunderstoodas taking general hypotheses to be confirmed or disconfirmed by propositions
rather than by objects.
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which is reflected in many methodological discussions and which can claima

great deal of plausibility. Its basic idea is very simple: General hypotheses in
science as well as in everyday use are intended to enable us to anticipate future
events; hence, it seems reasonable to count any prediction that is borne out by
subsequent observation as confirming evidence for the hypothesis on which it is
based, and any prediction that fails as disconfirming evidence. To illustrate:
Let H1 be the hypothesis that all metals, when heated, expand; symbolically:
‘(x) [(Metal (x) - Heated 3 Exp(x)]’.If we have an observationreport to the
effect that a certain object a is metallic and is heated, then by meansof H1we can
derive the prediction that a expands. Suppose that this isborne out by observation
and described in an additional observation statement, We should then have the

total observation report: {Metal(a), Heated(a), Exp(a)}.31This report would be

qualified as confirming evidence for H1 because its last sentence bears out what
could be predicted, or derived, from the first two by means of H1; more expli­
citly, because the last sentence can be derived from the first two in conjunction
with H1. Now let H2 be the hypothesis that all swans are white; symbolically:

'(x) [Swan (36)D White(x)]’; and consider the observation report {Swan(a).
~ White(a)}. This report would constitute disconfirming evidence for H2
because the second of its sentences contradicts (and thus fails to bear out) the

prediction ‘White(a)’ which can be deduced from the first sentence in conjunc—
tion With H2; 01'.symmetrically, because the first sentence contradicts the conse­

quence ‘~Swan(a)' which can be derived from the second in conjunction with
H 2.Obviously, either of these formulations implies that H2 is incompatible with
the given observation report. These illustrations suggest the following general
definition of confirmation:

PREDICTIONCRITERIONOFCONFIRMATION:Let H be a hypothesis, B an obser­

vation report, Le.a classof observation sentences. Then

(a) B is said to confirm H if B can be divided into two mutually exclusive
subclasses B1 and 32 such that B2 is not empty, and every sentence of B2 can
be logically deduced from B1in conjunction with H, but not from Bl alone;

(b) B is said to disconfirm H if H logically contradicts B;32

31. An (observation) report, it will be recalled. may be represented by a conjunction or by a
class of observation sentences: in the latter case, we characterize it by writing the sentences
between braces; the single quotes which normally would be used to mention the sentencesare,
for convenience, assumed to be absorbed by the braces.

32. It might seem more natural to stipulate that B disconhrms H if it can be divided into
two mutually exclusive classesB1and B, such that the denial of at least one sentence in B, can
be deduced from B1in conjunction with H; but this condition can be shown to be equivalent
to (b) above.
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(c) B is said to be neutral with respect to H if it neither confirms nor dis­
confirms H.33

But while this criterion is quite sound asa statement of sufficientconditions of
confirmation for hypotheses of the type illustrated above, it is considerably too
narrow to serve as a general definition of confirmation. Generally speaking, this
criterion would serve its purpose if all scientific hypotheses could be construed
asassertingregular connections between observable features of the subject matter
under investigation; i.e. if they all were of the form “Whenever the observable
characteristic P is present in an object or a situation, then the observable char­
acteristic Q is present as well.” But actually, most scientific hypotheses and
laws are nor of this simple type; as a rule, they express regular connections of
characteristicswhich are not observable in the sense of direct observability, nor
even in a much more liberal sense. Consider, for example, the following hypo­
thesis: ‘Whenever plane-polarized light of wave length A traverses a layer of
quartz of thickness d, then its plane of polarization is rotated through an angle a
which is proportional to d/X. Let us assume that the observational vocabulary,
by means of which our observation reports have to be formulated, contains
exclusively terms referring to directly observable attributes. Then, since the
question of whether a given ray of light is plane—polarizedand has the wave
length A cannot be decided by means of direct observation, no observation
report of the kind here admitted could afford information of this type. This in
itselfwould not be crucial if at leastwe could assume that the fact that a given ray

of light is plane-polarized, etc., could be logically inferred from some possible
observationreport; for then, from a suitable report of this kind, in conjunction
with the given hypothesis, one would be able to predict a rotation of the plane
0f polarization; and from this prediction, which itself is not yet expressed in
exclusivelyobservational terms, one might expect to derive further predictions
in the form of genuine observation sentences. But actually, a hypothesis to the
effectthat a given ray of light is plane-polarized has to be considered as a general
hypothesis which entails an unlimited number of observation sentences; thus
it cannot be logically inferred from, but at best be confirmed by, a suitable set
of observational findings. The logically essentialpoint can best be exhibited by

33. The following quotations from A. ]. Ayer’s book Language, Truth andLogic(London,
1936) formulate in a particularly clear fashion the conception of conErmation as successful
prediction (although the two are not explicitly identified by definition): “. . . the function of
an empirical hypothesis is to enable us to anticipate experience. Accordingly, if an observation
to which a given proposition is relevant conforms to our expectations, . . . that proposition
is confirmed" (lac. cit. pp. 142-43); “. . . it is the mark of a genuine factual proposition . . . that
some experiential propositions can be deduced from it in conjunction with certain premises
without being deducible from those other premises alone." (lac. cit. p. 26).
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reference to a very simple abstract case: Let us assume that R1 and R2 are two
relations of a kind accessible to direct observation, and that the field of scientific

investigation contains infinitely many objects. Consider now the hypothesis

(H) (x)l(y)Ri(x. Y)D (Ez)R2(x. z)l

i.e.: Whenever an object x stands in R1 to every object y, then it stands in R2to
at least one object z. This simple hypothesis has the following property: However
many observation sentences may be given, H does not enable us to derive any
new observation sentences from them. Indeed—to state the reason in suggestive
though not formally rigorous terms— in order to make a prediction concerning
some specific object a, we should first have to know that a stands in R1 to every
object; and this necessary information clearly cannot be contained in any finite
number, however large, of observation sentences, because a finite set of obser—

vation sentences can tell us at best for a finite number of objects that a stands in
R1 to them. Thus an observation report, which always involves only a finite
number of observation sentences, can never provide a sufficiently broad basis
for a prediction by means of H.34Besides,even if we did know that a stood in R1
to every object, the prediction derivable by means of H would not be an obser­
vation sentence; it would assert that a stands in R2 to some object, without
specifying which, and where to find it. Thus, H is an empirical hypothesis that
contains, besides purely logical terms, only expressions belonging to the obser‘
vational vocabulary, and yet the predictions which it renders possible neither
start from nor lead to observation reports.

It is therefore a considerable oversimplification to say that scientific hypo'
theses and theories enable us to derive predictions of future experiences from
descriptions of past ones. Unquestionably, scientific hypotheses do have a
predictive function; but the way in which they perform this function, the manner
in which they establish logical connections between observation reports, 15
logically more complex than a deductive inference. Thus, in the last illustration.
the predictive useof H may assumethe following form: On the basisof a number
of individual tests, which show that a does stand in R1 to three objects I),c,and d,We
might accept the hypothesis that a stands in R1 to all objects; or in terms of 011r
formal mode of speech: In view of the observation report {R1(a,1)).R101"),
R,(a, 41)},the hypothesis that (y)R1(a,y) might be accepted as confirmed by.

34. To illustrate: a might be an iron object which possiblyisa magnet; Rl might be the rela­
tion of attracting; the objects under investigation might be iron objects. Then a finite number
of observation reports to the effect that a did attract a particular piece of iron is insufficient to
inferthat a will attract every piece of iron.
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though not logically inferable from, that report.35This process might be referred
to asquasi-induction.“ From the hypothesis thus establishedwe can then proceed
to derive, by means of H, the prediction that a stands in R2 to at least one object.
This again, as was pointed out above, is not an observation sentence; and indeed
no observation sentence can be derived from it; but it can, in turn, be confirmed

by a suitable observation sentence, such as ‘R2(a, b)’. In other cases, the pre­
diction of actual observation sentences may be possible; thus if the given hypo­
thesis asserts that (x)((y)R1(x, y) :3 (z)R2(x, 2)), then after quasi-inductively
accepting, as above, that (y)R1(a,y), we can derive, by means of the given
hypothesis, the sentence that a stands in R2 to every object, and thence, we can

deduce particular predictions such as ‘R2(a, b)’, which do have the form of
observation sentences.

Thus, the chain of reasoning which leads from given observational findings
to the “prediction” of new ones actually involves, besides deductive inferences,
Certain quasi-inductive steps each of which consists in the acceptance of an
intermediate statement on the basis of confirming, but usually not logically
conclusive, evidence. In most scientific predictions, this general pattern occurs
in multiple reiteration; an analysis of the predictive use of the hypothesis men­
tioned above, concerning plane-polarized light, could serve as an illustration.
In the present context, however, this general account of the structure of scientific
prediction is sufficient. It shows that a general definition of confirmation by

referenceto successfulprediction becomes circular; indeed, in order to make the
Original formulation of the prediction-criterion of confirmation sufficiently
Comprehensive,we should have to replace the phrase “can be logically deduced”
by “can be obtained by a series of steps of deduction and quasi-induction”;
andthe definition of “quasi-induction" in the above sensepresupposesthe concept
of confirmation.

Let us note, as a by-product of the preceding consideration, that an adequate
analysisof scientific prediction (and analogously, of scientific explanation, and
of the testing of empirical hypotheses) requires an analysis of the concept of
confirmation. The reason may be restated in general terms as follows: Scientific

35. Thus, in the illustration given in the preceding footnote, the hypothesis that the
object a will attract every piece of iron might be accepted as sufficientlywell substantiated by,
though by no means derivable from, an observation report to the effectthat in testsa did attract
the iron objects b, c, and d.

36. The prefix "quasi" is to contradistinguish the procedure in question from so-called
induction, which is usually supposed to be a method of discovering, or inferring, general
regularities on the basis of a finite number of instances. In quasi-induction, the hypothesis is
not "discovered" but has to be given in addition to the observation report; the process consists
in the acceptance of the hypothesis if it is deemed sufficientlyconfirmed by the observation
report. Cf. also the discussion in section 1:, above.
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laws and theories, as a rule, connect terms which lie on the level of abstract
theoretical constructs rather than on that of direct observation; and from ob­
servation sentences, no merely deductive logical inference leads to statements
about theoretical constructs, which can serve as starting points for scientific
predictions; statements about theoretical constructs, such as ‘This piece of iron
is magnetic’ or ‘Here, a plane-polarized ray of light traverses a quartz crystal,
can be confirmed, but not entailed, by observation reports. Thus, even though
based on general scientific laws, the prediction of new observational findingsby
means of given ones is a process involving confirmation in addition to logical
deduction.37

8. CONDITIONS OF ADEQUACY FOR ANY DEFINITION OF CON­
FIRMATION

The two most customary conceptions of confirmation, which were rendered
explicit in N icod’s criterion and in the prediction criterion, have thus been found
unsuitable for a general definition of confirmation. Besides this negative result.
the preceding analysis has also exhibited certain logical characteristics of scientific
prediction, explanation, and testing, and it has led to the establishment of certain
standards which an adequate definition of confirmation has to satisfy. These
standards include the equivalence condition and the requirement that the
definition of confirmation be applicable to hypotheses of any degree of logical1
complexity, rather than to the simplest type of universal conditional only. An
adequate definition of confirmation, however, has to satisfy several further
logical requirements, to which we now turn.

First of all, it will be agreed that any sentence which is logically entailed by
a given observation report has to be considered as confirmed by that report:
entailment is a special case of confirmation. Thus, e.g., we want to say that
the observation report ‘a is black’ confirms the sentence (hypothesis) ‘a is black
or grey'; and—to refer to one of the illustrations given in the preceding
section—the observation sentence ‘R2(a, b)’ should certainly be confirming
evidence for the sentence ‘(Ez)R2(a, z)’. We are therefore led to the stipulation
that any adequate definition of confirmation must insure the fulfilment of the

37. In the above sketch of the structure of scientific prediction, we have disregarded tbC
fact that in practically every casewhere a prediction is said to be obtained by means of a certain
hypothesis or theory, a considerable body of auxiliary theories is used in addition. Thus.
the prediction of observableeffectsof the deflectionof light in the gravitational field of the sun
on the basisof the general theory of relativity requires such auxiliary theories as mechanics and
optics. But an explicit consideration of this fact would not affectour result that scientinc predic­
tions, even when basedon hypotheses or theories of universalform, stillare not purely deductive
in character, but involve quasi-inductive steps as well.
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(8.1) ENTAILMENTCONDITION.Any sentence which is entailed by an obser­

vation report is confirmed by it.38

This condition is suggested by the preceding consideration, but of course not
proved by it. To make it a standard of adequacyfor the definition of confirmation
means to lay down the stipulation that a proposed definition of confirmation will
be rejected as logically inadequate if it is not constructed in such a way that (8.1)
is unconditionally satisfied. An analogous remark applies to the subsequently
proposed further standards of adequacy.

Second, an observation report which confirms certain hypotheses would
invariably be qualified as confirming any consequence of those hypotheses.
Indeed: any such consequence is but an assertionof all or part of the combined
content of the original hypotheses and has therefore to be regarded asconfirmed
by any evidence which confirms all of the latter. This suggests the following
condition of adequacy:

(8.2) CONSEQUENCECONDITION.If an observation report confirms every one of
a classK of sentences, then it also confirms any sentence which is a logical con­

sequence of K.
If (8.2) is satisfied, then the same is true of the following two more special

conditions:

(8.21) SPECIALCONSEQUENCECONDITION. If an observation report confirms a

hypothesis H, then it also confirms every consequence of H.

(8.22) EQUIVALENCECONDITION.If an observation report confirms a hypothesis
H, then it also confirms every hypothesis which is logically equivalent with H.

(8.22) follows from (8.21) in view of the fact that equivalent hypotheses are
mutual consequences of each other. Thus, the satisfaction of the consequence
condition entails that of our earlier equivalence condition, and the latter losesits
statusof an independent requirement.

In view of the apparent obviousness of these conditions, it is interesting to
note that the definition of confirmation in terms of successfulprediction, while
satisfying the equivalence condition, would violate the consequence condition.
Consider, for example, the formulation of the prediction criterion given in the

38. As a consequence of this stimpulation, a contradictory observation report, such as
[Black(a), ~ Black(a)] confirms every sentence, because it has every sentence as a consequence.
Of course, it is possible to exclude contradictory observation reports altogether by a slight re—
stricrion of the definition of ‘observation report’. There is, however, no important reason to
do so.
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earlier part of the preceding section. Clearly, if the Observational findings 32
can be predicted on the basis of the findings Bl by means of the hypothesis H,
the same prediction is obtainable by means Ofany equivalent hypothesis, but not
generally by means of a weaker one.

On the other hand, any prediction obtainable by means of H can obviously
also be established by means Of any hypothesis which is stronger than H, Le.
which logically entails H. Thus while the consequence condition stipulates in
effectthat whatever confirms a given hypothesis also confirms any weaker hypo­
thesis, the relation Of confirmation defined in terms of successful prediction
would satisfy the condition that whatever confirms a given hypothesis alsocon—
firms every stronger one.

But is this “converse consequence condition,” as it might be called, not
reasonable enough, indeed should it not be included among our standards of
adequacy for the definition ofconfirmatione The second of these two suggestions
can be readily disposed of: The adoption of the new condition, in addition to

(8.1) and (8.2), would have the consequence that any observation report B would
confirm any hypothesis H whatsoever. Thus, e.g., if B is the report ‘a is a raven
and H is Hooke’s law, then, according to (8.1), B confirms the sentence ‘a is 8
raven’; hence B would, according to the converse consequence condition, COH‘
firm the stronger sentence ‘a is a raven, and Hooke’s law holds’; and finally, by
virtue of (8.2), B would confirm H, which is a consequence of the last sentence­
Obviously, the same type of argument can be applied in all other cases.

But is it not true, after all, that very often observational data which confirm a
hypothesis H are considered also as confirming a stronger hypothesisa Is it not
true, for example, that those experimental findings which confirm Galileo’slaw,
or Kepler's laws, are considered alsoasconfirming Newton’s law of gravitation ?39
This is indeed the case, but it does not justify the acceptance of the convertsc
consequence condition as a general rule of the logic of confirmation; for in the
casesjust mentioned, the weaker hypothesis is connected with the stronger one
by a logical bond of a particular kind: it is essentially a substitution instance of
the stronger one; thus, e.g., while the law of gravitation refers to the force 0b­
taining between any two bodies, Galileo’s law is a specialization referring to the
case where one of the bodies is the earth, the other an Object near its surface. In
the preceding case, however, where Hooke’s law was shown to be confirmed
by the observation report that a is a raven, this situation does not prevail; and
here, the rule that whatever confirms a given hypothesis alsoconfirms any stronger

39. Strictly speaking. Galileo’s law and Kepler’s laws can be deduced from the law of
gravitation only if certain additional hypotheses—including the laws of motion—are pre­
supposed; but this does not affect the point under discussion.
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one becomes an entirely absurd principle. Thus, the converse consequence con­
dition does not provide a sound general condition of adequacy.40

A third condition remains to be stated:‘I1

(8.3) CONSISTENCYCONDITION.Every logically consistent observation report
is logically compatible with the classof all the hypotheses which it confirms.

The two most important implications of this requirement are the following:
(8.31) Unless an observation report is self-contradictory,“ it does not confirm
any hypothesis with which it is not logically compatible.
(8.32) Unless an observation report is self-contradictory, it does not confirm any
hypotheses which contradict each other.

The first of these corollaries will readily be accepted; the second, however,—
and consequently (8.3) itself—will perhaps be felt to embody a too severe restrict­
tion. It might be pointed out, for example, that a finite set of measurements
concerning the changes of one physical magnitude, x, associated with those of
another, y, may conform to, and thus be said to confirm, several different
hypotheses as to the particular mathematical function in terms of which the
relationship of x and y can be CXpressed;but such hypotheses are incompatible
because to at least one value of x, they will assign different values of y.

No doubt it is possible to liberalize the formal standards of adequacy in line
with these considerations. This would amount to dropping (8.3) and (8.32) and

retaining only (8.31). One of the effects of this measure would be that when a
logically consistent observation report B confirms each of two hypotheses, it

40. William Barrett, in a paper entitled “Discussion on Dewey's Logic" (The Philo­
sophicalReview, vol. 50, 1941, pp. 305 if, esp. p. 312) raisessome questions closely related to what
we have called above the consequence condition and the converse consequence condition.
In fact, he invokes the latter (without stating it explicitly) in an argument which is designed to
show that “not every observation which confirms a sentence need also confirm all its conse­
quences,” in other words, that the special consequence condition (8.21) need not always be
satisfied.He supports his point by reference to “the simplest case: the sentence ‘C’ isan abbrevia­
tion of ‘A-B', and the observation 0 confirms ‘A', andso ‘C’, but is irrelevant to ‘B’, which is a
consequence of ‘C’." (Italics mine).

For reasonscontained in the above discussionof the consequence condition and the converse
consequencecondition, the application of the latter in the caseunder consideration seems to me
unjustifiable,so that the illustration does not prove the author's point; and indeed, there seems
to be every reason to preserve the unrr..tricted validity of the consequence condition. As a
matter of fact, Barrett himself argues that “the degree of confirmation for the consequenceof a
sentencecannot be less than that of the sentence itself"; this is indeed quite sound; but it ishard
to seehow the recognition of this principle can be reconciled with a renunciation of the special
consequence condition, which may be considered simply asits correlate for the nongraduated
relation of confirmation.

4]. For a fourth condition, see note 46.

42. A contradictory observation report confirms every hypothesis (cf.note 38) and is, of
course, incompatible with every one of the hypotheses it confirms.
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does not necessarily confirm their conjunction; for the hypotheses might be
mutually incompatible, hence their conjunction self-contradictory; conse­
quently, by (8.31), B could not confirm it. This consequence is intuitively
rather awkward, and one might therefore feel inclined to suggest that while
(8.3) should be dropped and (8.31) retained, (8.32) should be replaced by the
requirement (8.33): If an Observation sentence confirms each of two hypotheses,
then it alsoconfirms their conjunction. But it can readily be shown that by virtue
of (8.2) this set of conditions entails the fulfilment Of(8.32).

If, therefore, the condition (8.3) appears to be too rigorous, the most obvious
alternative would seem to lie in replacing (8.3) and its corollaries by the much
weaker condition (8.31) alone. [Added in 1970: But as G. L. Massey has pointed
out to me, satisfaction of (8.1), (8.2), and (8.31) logically implies satisfaction of
(8.3); hence, that alternative fails] One of the advantages of a definition whiCh
satisfies (8.3) is that it sets a limit, so to speak, to the strength of the hypotheses
which can be confirmed by given evidence.‘3

The remainder of the present study, therefore, will be concerned exclusively
with the problem of establishing a definition of confirmation which satisfiesthe
more severe formal conditions represented by (8.1), (8.2), and (8.3) together.

The fulfilment of these requirements, which may be regarded as gchf
laws Of the logic of confirmation, is of course only a necessary, not a sufficient.
condition for the adequacy of any proposed definition of confirmation. Thus,
e.g., if ‘B confirms H ’ were defined as meaning ‘B logically entails H ’, then the
above three conditions would clearly be satisfied; but the definition would
not be adequate because confirmation has to be a more comprehensive relation
than entailment (the latter might be referred to as the special case of conclusive
confirmation). Thus, a defmition Ofconfirmation, to be acceptable, also has to be
materially adequate: it has to provide a reasonably close approximation to that
conception Ofeonfrrmation which is implicit in scientificprocedure and method—
ological discussion. That conception is vague and to some extent quite unclear,
as I have tried to show in earlier parts of this paper; therefore, it would be too
much to expect full agreement as to whether a proposed definition of confirm­
ation is materially adequate. On the other hand, there will be rather general agree­
ment on certain points; thus, e.g., the identification of confirmation with entail­
ment, or the Nicod criterion of confirmation as analyzed above, or any defini­
tion of confirmation by reference to a “sense of evidence," will probably now
be admitted not to be adequate approximations to that concept of confirmation
which is relevant for the logic of science.

43. This waspointed out to me by Dr. Nelson Goodman. The definition later to be outlined
in this essay, which satisfies conditions (8.1), (8.2) and (8.3), lends itself, however, to certain
generalizations which satisfyonly the more liberal conditions of adequacyjust considered.
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On the other hand, the soundness of the logical analysis (which, in a clear
sense,always involves a logical reconstruction) of a theoretical concept cannot
be gauged simply by our feelings of satisfaction at a certain proposed analysis;
and if there are, say, two alternative proposals for defining a term on the basisof
a logicalanalysis,and if both appear to come fairly close to the intended meaning,
then the choice has to be made largely by reference to such features as the logical
properties of the two reconstructions, and the comprehensiveness and simplicity
of the theories to which they lead.

9. THE SATISFACTION CRITERION OF CONFIRMATION

As has been mentioned before, a precise definition of confirmation requires
referenceto some definite “language of science," in which all observation reports
and all hypotheses under consideration are assumed to be formulated, and whose
logical structure is supposed to be precisely determined. The more complex this
language, and the richer its logical means of expression, the more difficult it will
be, asa rule, to establish an adequate definition of confirmation for it. However,
the problem has been solved at least for certain cases: With respect to languages
of a comparatively simple logical structure, it has been possible to construct an
explicitdefinition of confirmation which satisfiesall of the above logical require­
ments, and which appears to be intuitively rather adequate. An exposition of the
technical details of this definition has been published elsewhere ;“ in the present
study, which is concerned with the general logical and methodological aspects
of the problem of confirmation rather than with technical details, it will be

44. In my article referred to in note 1. The logical structure of the languages to which the
definition in question is applicable is that of the lower functional calculuswith individual con­
stants, and with predicate constants of any degree. All sentences of the language are assumed
to be formed exclusively by means of predicate constants, individual constants, individual
variables, universal and existential quantifiers for individual variables, and the connective
symbols of denial, conjunction, alternation, and implication. The use of predicate variables or
of the identity sign is not permitted.

As to the predicate constants, they are all assumed to belong to the observational vocab­
ulary, i.e. to denote properties or relations observable by means of the accepted techniques.
(“Abstract" predicate terms are supposed to be defined by means of those of the observational
vocabulary and then actually to be replaced by their definientia, so that they never occur ex­
plicitly.)

As a consequence of these stipulations, an observation report can be characterized simply
as a conjunction of sentencesof the kind illustrated by ‘P(a)', ' ~ P(b)', ‘R(c,d)’.‘~ R(€.f)'. Cm.
where ‘P', ‘R', ctc., belong to the observational vocabulary, and ‘a', ‘b', ‘t', ‘d', ‘e', ‘ ’,ctc., are
individual names, denoting specific objects. It is also possible to define an observation report
more liberally as any sentence containing no quantifiers, which means that besidesconjunctions
also alternations and implication sentences formed out of the above kind of components are
included among the observation reports.
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attempted to characterize the definition of confirmation thus obtained as clearly
as possible with a minimum of technicalities.

Consider the simple case of the hypothesis H: ‘(x)(Raven(x) 3 Black(x))’,
where 'Raven' and ‘Black’are supposed to be terms of our observational vocab­
ulary. Let B be an observation report to the effect that Raven(a) ° Black(a) '
~ Raven(c) - Black(c)-~ Raven(d) °~ Black(d).Then B may be said to confirm
H in the following sense: There are three objects mentioned in B, namely a, c,and
d; and asfar as these are concerned, Binforms us that all those which are ravens (Le.
just the object a) are also black.45In other words, from the information contained
in B we can infer that the hypothesis H does hold true within the finite classof
those objects which are mentioned in B.

Let us apply the same consideration to a hypothesis of a logically more
complex structure. Let H be the hypothesis ‘Everybody likes somebody'; in
symbols: ‘(x)(Ey)Likcs(x, y)’, Le. ‘For every (person) x, there exists at least one
(not necessarily different person) y such that x likes y’. (Here again, ‘Likes’ is
supposed to be a relation term which occurs in our observational vocabulary.)
Suppose now that we are given an observation report B in which the names
of two persons, say ‘e’and ‘f’, occur. Under what conditions shall we say that B
confirms H e The previous illustration suggests the answer: If from B we can
infer that H issatisfiedwithin the finite class{e,f} ; Le.,that within {e,f }everybody
likes somebody. This in turn means that e likes e orf, andf likes e or Thus, B
would be said to confirm H if B entailed the statement ‘elikes e or f; andf likes
e orf ’.This latter statement will be called the devc10pmentof H for the finite
class{e,f

The concept of developmentof a hypothesis,H, .kr ajim'te classof individuals, C.
can be defined precisely by recursion; here it will sufficeto say that the develop­
ment of H for C states what H would assert if there existed exclusively those
objects which are elements of C. Thus, e.g., the development of the hypothesis
H1: ‘[(x)(P(x) v Q(x)]' (Le. ‘Everyobject has the property P or the property Q’)
for the class {4, b} is ‘[P(a) v Q(a)] ° [P(b) v Q(b)]’ (Le. ‘a has the property P or
the property Q, and b has the property P or the property Q’); the development
of the existential hypothesis H2 that at least one object has the property P, Le.
‘(Ex)P(x)’, for (a, b} is ‘P(a) vP(b)’; the development of a hypothesis which
contains no quantifiers, such asH 3: ‘P(c)v K(c)' is defined as that hypothesis itself,
no matter what the reference classof individuals is.

A more detailed formal analysis based on considerations of this type leads
to the introduction of a general relation of confirmation in two steps; the first

45. I am indebted to Dr. Nelson Goodman for having suggested this idea; it initiated all
those considerations which finally led to the definition to be outlined below.
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consists in defining a special relation of direct confirmation along the lines just
indicated; the second step then defines the general relation of confirmation by
reference to direct confirmation.

Omitting minor details, we may summarize the two definitions as follows:
(9.1Df An observation report B directly confirms a hypothesis H if Bentails

the development of H for the classof those objects which are mentioned in B.
(9.2 Df.) An observation report B confirms a hypothesis H if H is entailed by

a classof sentences each of which is directly confirmed by B.

The criterion expressed in these definitions might be called the satisfaction
criterionq/icwtfirmationbecause its basic idea consists in construing a hypothesis as
confirmed by a given observation report if the hypothesis is satisfied in the finite
classof those individuals which are mentioned in the report.

Let us now apply the two definitions to our last examples: The observation
report Bl: ‘P(a) . Q(b)' directly confirms (and therefore also confirms) the hypo­
thesis Hl, because it entails the development of H1 for the class {(1,b}, which was

given above. The hypothesis H3 is not directly confirmed by B, because its
development, i.e. H3 itself, obviously is not entailed by 8,. However, H3 is
entailed by H1, which is directly confirmed by Bl; hence, by virtue of (9.2), Bl
confirms H3. Similarly, it can readily be seen that B1directly confirms H2.

Finally, to refer to the first illustration in this section: The observation report
‘Raven(a) - Black(a) -~ Raven(c) - Black(c) - ~ Raven ((1)° ~ Black(d)’ con­
firms (even directly) the hypothesis ‘(x)[Raven(x) D Black(x)]’, for it entails
the development of the latter for the class {4,c, d}, which can be written as
follows: ‘[Raven(a) D Black(a)] - [Raven(c) D Black(c)] ~[Raven (d) D Black(d)]’.

It is now easy to define disconfirmation and neutrality:
(9.3Df.) An observation report Bdisconfirms a hypothesis H if it confirms the

denial of H.

(9.4 Df.) An observation report B is neutral with respect to a hypothesis H
if B neither confirms nor disconfirms H.

By virtue of the criteria laid down in (9.2), (9.3), (9.4), every consistent
observation report B divides all possible hypotheses into three mutually ex­
clusive classes: those confirmed by B, those disconfirmed by B, and those with
respect to which B is neutral.

The definition of confirmation here proposed can be shown to satisfy all the
formal conditions of adequacy embodied in (8.1), (8.2), and (8.3) and their
consequences. For the condition (8.2) this is easy to see; for the other conditions
the proof is more complicated."6

46. For these proofs. see the article referred to in note 1. I should like to take this oppor­
tunity to point out and to remedy a certain defect of the definition of confirmation which was

(continuedcurtail)
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Furthermore, the application of the above definition of confirmation is not
restricted to hypotheses of universal conditional form (as Nicod’s criterion is,
for example), nor to universal hypotheses in general; it applies, in fact, to any
hypothesis which can be expressed by means of property and relation terms of
the observational vocabulary of the given language, individual names, the
customary connective symbols for ‘not', 'and', ‘or’, ‘if-then', and any number of
universal and existential quantifiers.

Finally, as is suggested by the preceding illustrations as well as by the general
considerations which underlie the establishment of the above definition, it
seems that we have obtained a definition of confirmation which is also materially

developed in that article, and which has been outlined above: this defect was brought to my
attention by a discussion with Dr. Olaf Helmer.

It will be agreed that an acceptable definition of confirmation should satisfy the following
further condition which might well have been included among the logical standards of ade­
quacy set up in section 8 above: (8.4) If B, and B2are logically equivalent observation reports
and B, confirms (disconfirms. is neutral with respect to) a hypothesis H, then 8,, too, confirms
(disconfirms, is neutral with respect to) H. This condition is indeed satisfied if observation
reports are construed, as they have been in this article, as classesor conjunctions of Observation
sentences. As was indicated at the end of note 44, however, this restriction of observation
reports to a conjunctive form is not essential; in fact, it has been adopted here only for great“?r
convenience of exposition, and all the preceding results, including especially the definitions and
theorems of the present section. remain applicable without change if observation reports are
defined as sentences containing no quantifiers. (In this case, if ‘P’ and 'Q’ belong to the Obser­
vational vocabulary, such sentences as 'P(a) v Q(a)’, ‘P(a) v ~ Q(b)’, etc., would qualify as
Observation reports.) This broader conception of observation reports was therefore adopted
in the article referred to in note 1; but it has turned out that in this case, the definition of con­
firmation summarized above does not generally satisfy the requirement (8.4). Thus, e.g., thc
observation reports, B, = ‘P(a)' and B2 = 'P(a) - [Q(b) v~ Q(b)]’ are logically equivalent.
but while B, confirms (and even directly confirms) the hypothesis H, = ‘(x)P(x)’, the second
report does not do so, essentially because it does not entail 'P(a) . P(b)’.which is the development
of H, for the classOfthose objects mentioned in 8,. This deficiency can be remedied asfollows:
The fact that B, failsto confirm H, isobviously due to the circumstance that B, contains the indi­
vidual constant 'b', without asserting anything about b: The object (7is mentioned only in an
analytic component OfB,. The atomic constituent ‘Q(b)'wiUtherefore be saidto occur (twice) in­
essentiallyin8,. Generally. an atomic constituent/l of a molecular sentence 8 will besaidto occur

inessentially in S if by virtue Of the rules of the sentential calculus S is equivalent to a molecular
sentence in which A does not occur at all. Now an Object will be said to be mentioned inessen­
tially in an observation report if it is mentioned only in such components of that report asoccur
inessentially in it. The sentential calculus provides mechanical procedures for deciding whether
a given observation report mentions any object inessentially, and for establishing equivalch
formulations of the same report in which no object is mentioned inessentially. Finally, let us
say that an object is mentioned essentially in an observation report ifit is mentioned, but not
only mentioned inessentially, in that report. Now we replace 9.1 by the following definition:

(9.14) An observation report B directly confirms a hypothesis H if B entails the develop­
ment of H for the class of those objects which are mentioned essentially in B.

The concept of confirmation as defined by (9.1a) and (9.2) now satisfies (8.4 in addition
to (8.1, (8.2), (8.3) even if observation reports are construed in the broader fashion character­
ized earlier in this footnote.
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adequate in the sense of being a reasonable approximation to the intended
meaning of confirmation.

A brief discussion of certain special cases of confirmation might serve to
shed further light on this latter aspect of our analysis.

10. THE RELATIVE AND THE ABSOLUTE CONCEPTS OF VERIFI­
CATION AND FALSIFICATION

If an observation report entails a hypothesis H, then, by virtue of (8.1), it
confirms H. This is in good agreement with the customary conception of con­
firming evidence; in fact, we have here an extreme case of conhrmation, the
casewhere B conclusivelycoryirmsH; this case is realized if, and only if, B entails H.
We shall then also say that B verifiesH. Thus, verification is a special case of con­

firmation; it is a logical relation between sentences; more specifically, it is simply
the relation of entailment with its domain restricted to observation sentences.

Analogously, we shall say that B conclusivelydisconfirmsH, or BjizlsifiesH, if
and only if B is incompatible with H; in this case, B entails the denial of H and
therefore, by virtue of (8.1)and (9.3),confirms the denial of H and disconfirms H.
Hence, falsification is a special case of disconfirmation; it is the logical relation
of incompatibility between sentences, with its domain restricted to observation
sentences.

Clearly, the concepts of verifcation andfalsificationas here defined are relative;
a hypothesis can be said to be verified or falsified only with respect to some ob­
servation report; and a hypothesis may be verified by one observation report
and may not be verified by another. There are, however, hypotheses which
cannot be verified and others which cannot be falsified by any observation
report. This will be shown presently. We shall say that a given hypothesis is
verifiable(falsifiable) if it is possible to construct an observation report which
verifies (falsifies)the hypothesis. Whether a hypothesis is verifiable, or falsifiable,
in this sense depends exclusively on its logical form. Briefly, the following cases
may be distinguished:

(a)If a hypothesis does not contain the quantifier terms ‘all’and ‘some’or their
symbolic equivalents, then it is both verifiable and falsifiable. Thus, e.g., the
hypothesis ‘Object a turns blue or green' isentailed and thus verified by the report
‘Object a turns blue'; and the same hypothesis is incompatible with, and thus
falsifiedby, the report ‘Object a turns neither blue nor green’.

((2)A purely existential hypothesis (i.e. one which can be symbolized by a
formulaconsisting of one or more existential quantifiers followed by a sentential
function containing no quantifiers) isverifiable, but not falsifiable,if—asisusually
assumed—the universe of discourse contains an infinite number of objects.
Thus, e.g., the hypothesis ‘There are blue roses’ is verihed by the observation
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report ‘Object a is a blue rose', but no finite observation report can ever contra­
dict and thus falsify the hypothesis.

(6) Conversely, a purely universal hypothesis (symbolized by a formula
consisting of one or more universal quantifiers followed by a sentential function
containing no quantifiers) is falsifiable but not verifiable for an infinite universe
of discourse. Thus, e.g., the hypothesis ‘(x)[Swan(x) D White(x)]’ is completely
falsified by the observation report {Swan(a), ~ White(a)}; but no finite obser­
vation report can entail and thus verify the hypothesis in question.

(d) Hypotheses which cannot be expressed by sentences of one of the three
types mentioned so far, and which in this sense require both universal and
existential quantifiers for their formulation, are as a rule neither verifiable nor
falsifiable." Thus, e.‘q.,the hypothesis ‘Every substance is soluble in some solvent,
—symbolically ‘(x)(Ey)Soluble(x, y)’—is neither entailed by nor incompatible
with any observation report, no matter how many cases of solubility or non­
solubility of particular substances in particular solvents the report may list. An
analogous remark applies to the hypothesis ‘You can fool some of the peoplc
all of the time’, whose symbolic formulation ‘(Ex)(t)Fl(x,t)’contains one exist­
ential and one universal quantifier. But of course, all of the hypotheses belonging
to this fourth class are capable of being confirmed or disconfirmed by suitable
observation reports; this was illustrated early in section 9 by reference to the
hypothesis ‘(x)(Ey)Likes(x, y)’.

This rather detailed account of verification and falsificationhas been presen­
ted not only in the hope of further elucidating the meaning of confirmation and
disconfirmation as defined above, but also in order to provide a basis for a sharP
differentiation of two meanings of verification (and similarly of falsification)
which have not always been clearly separated in recent discussionsof the character
of empirical knowledge. One of the two meanings of verification which We
wish to distinguish here is the relative concept just explained; for greater clarity
we shall sometimes refer to it as relative verification.The other meaning is what
may be called absoluteor dtfniti've verification.This latter concept of verification
does not belong to formal logic, but rather to pragmatics: it refers to the accep—
tance of hypotheses by observers or scientists, ctc., on the basis of relevant

evidence. Generally speaking, we may distinguish three phases in the scientific
test of a given hypothesis (which do not necessarilyoccur in the order in which
they are listed here). The first phase consists in the performance of suitable

47. A more precise study of the conditions of nonverifiability and nonfalsifiability would
involve technicalities which are unnecessary for the purposes of the present study. Not all
hypotheses of the type described in (d) are neither verifiable nor falsifiable; thus, e.g., the hypo­
thesis '(x)(Ey)[P(x) v Q(y)]' is verified by the report ‘Q(a)', and the hypothesis ‘(x)(Ey)[(P(x) ­
Q(y)]' is falsified by ‘~P(a)'.
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experiments or observations and the ensuing acceptance of observation reports
stating the results obtained; the next phase consists in confronting the given
hypothesiswith the accepted observation reports, i.e. in ascertaining whether the
latter constitute confirming, disconfirming or irrelevant evidence with respect
to the hypothesis; the final phase consists either in accepting or rejecting the
hypothesis on the strength of the confirming or disconfirming evidence con­
stituted by the accepted observation reports, or in suspending judgment,
awaiting the establishment of further relevant evidence.

The present study has been concerned almost exclusively with the second
phase.Aswe have seen, this phase is of a purely logical character; the standards of
evaluation here invoked—namely the criteria of confirmation, disconfirmation
and neutrality—can be completely formulated in terms of concepts belonging
to pure logic.

The first phase, on the other hand, is of a pragmatic character; it involves
no logical confrontation of sentences with other sentences. It consistsin perform­
ing certain experiments or systematic observations and noting the results. The
latter are expressed in sentences which have the form of observation reports,
and their acceptance by the scientist is connected (by causal, not by logical
relations) with experiences occurring in those tests. Of course, a sentence which
has the form of an observation report may in certain cases be accepted, not on
the basisof direct observation, but because it is confirmed by other observation
reports which were previously established; but this process is illustrative of the
second phase, which was discussed before. Here we are considering the case
where a sentence is accepted directly “on the basis of experiential findings”
rather than because it is supported by previously established statements.

The third phase, too, can be construed as pragmatic, namely as consisting
in a decision on the part of a scientist or a group of scientists to accept (or reject,
or leave in suspense, as the case may be) a given hypothesis after ascertaining
what amount of confirming or of disconfirming evidence for the hypothesis is
contained in the totality of the accepted observation sentences. However, it may
well be attempted to give a reconstruction of this phase in purely logical terms.
Thiswould require the establishment of general “rules of acceptance". Roughly
speaking,these rules would state how well a given hypothesis has to be confirmed
by the accepted observation reports to be scientifically acceptable itself;"8 Le.

the rules would formulate criteria for the acceptance or rejection of a hypothesis
by reference to the kind and amount of confirming or disconftrming evidence
for it embodied in the totality of accepted observation reports. Possibly, these

48. A stimulating discussion of some aspects of what we have called rules of acceptance
is contained in an article by Felix Kaufmann, “The Logical Rules of Scientific Procedure”,
PliilosOphyand Phenomenological Research, June, 1942.
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criteria would also refer to such additional factors as the simplicity of the hypo­
thesis in question, the manner in which it fits into the system of previously
accepted theories, etc. It is at present an open question to what extent a satis­
factory system of such rules can be formulated in purely logical terms."

At any rate, the acceptance of a hypothesis on the basis of a schient body
of confirming evidence will as a rule be tentative, and will hold only “until
furthernotice," i.e.with the proviso that if new and unfavorable evidenceshould
turn up (in other words, if new observation reports should be accepted which
disconfirmthehypothesisinquestion) thehypothesis will beabandoned again.

Are there any exceptions to this rule? Are there any empirical hypotheses
which are capable of being established definitively, hypotheses such that we can

49. The preceding division of the test of an empirical hypothesis into three phases may
prove useful for the clarification of the question whether or to what extent an empiricist concep­
tion of confirmation implies a “coherence theory of truth." This issue has recently been
raised by Bertrand Russell, who, in chap. x of his Inquiry into Meaning and Truth, has levelled
a number of objections against the views of Otto Neurath on this subject (cf.the articlesmen­
tioned in the next footnote), and against statements made by myself in articles published in
Analysis in 1935and 1936. I should like to add here a few, necessarily brief, comments on this
issue.

(1) While, in the articles in Analysis, I argued in effect that the only possible interpretation
of the phrase ‘Sentencc S is true’ is ‘S is highly confirmed by accepted observation reports',
I should now reject this view. As the work of A. Tarski, R. Carnap, and others has shown, it is
possible to define a semantical concept of truth which is not synonymous with that of strong
confirmation, and which corresponds much more closely to what has customarily been
referred to as truth, especially in logic, but also in other contexts. Thus, e.g. , if S is any empiri­
cal sentence, then either 5 or its denial is true in the semantical sense, but clearly it is possible
that neither S nor its denial is highly confirmed by available evidence. To assert that a hypoth­
esis is true is equivalent to asserting the hypothesis itself; therefore the truth of an emipircal
hypothesis can be ascertained only in the sensein which the hypothesis itself can be established:
i.e. the hypothesis—and thereby ipsofarto its truth—can be more or less well confirmed by
empirical evidence; there is no other accessto the question of the truth of a hypothesis.

In the light of these considerations, it seems advisable to me to reserve the term ‘truth' for
the semantical concept ; I should now phrase the statements in the Analysis articles as dealing
with conErmation. (For a brief and illuminating survey of the distinctive characteristicsof
truth and confirmation, seeR. Carnap, “Wahrheit and Bew'ahrung," ArtesI" CongresIntemat.
dc Philosophie Scientifique 1935, vol. 4; Paris, 1936).

(2) It is now clear also in what sense the test of a hypothesis is a matter of confronting
sentenceswith sentencesrather than with "facts", or a matter of the "coherence" of the hypo­
thesisand the accepted basicsentences: All the logical aspectsof scientific testing, i.e.all the criteria
governing the second and third of the three phases distinguished above, are indeed concerned
only with certain relationships between the hypotheses under test and certain other sentences
(namely the accepted observation reports); no reference to extra-linguistic "facts" is needed.
0n the other hand, the first phase, the acceptance of certain basic sentencesin connection with
certain experiments or observations, involves, of course, extra-linguistic procedures; but this
had beenexplicitlystated by the author in the articlesreferred to before. The claim that the views
concerning truth and confirmation which are held by contemporary logicalempiricisminvolve
a coherence theory of truth is therefore mistaken.
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besurethat once accepted on the basis of experiential evidence, they will never
haveto be revoked? Hypotheses of this kind will be called absolutely or defini­
tivelyverifiable; and the concept of absolute or definitive falsifiabilitywill be
construedanalogously.

While the existence of hypotheses which are relatively verifiableor relatively
falsifiableis a simple logical fact, which was illustrated in the beginning of this
section,the question of the existence of absolutely verifiable, or absolutely
falsifiable,hypotheses is a highly controversial issue which has received a great
dealof attention in recent empiricist writings.50 As the problem is only loosely
connectedwith the subject of this essay, I shall restrict myself here toa few general
observations.

Let it be assumed that the language of science has the general structure
characterizedand presupposed in the previous discussions, especially in section 9.
Thenit isreasonable to expect that only such hypotheses can possiblybeabsolutely
verifiableas are relatively verifiable by suitable observation reports; hypotheses
ofuniversalform, for example, which are n0t even capable of relativeverification,
certainlycannot be expected to be absolutely verifiable. In however many
instancessuch a hypothesis may have been borne out by experiential findings,
it is alwayspossible that new evidence will be obtained which disconfirms the
hypothesis.Let us, therefore, restrict our search for absolutely verifiable hypo­
thesesto the classof those hypotheses which are relatively verifiable.

Supposenow that H is a hypothesis of this latter type, and that it is relatively
verified,i.e. logically entailed, by an observation report B, and that the latter is
acceptedin scienceas an account of the outcome of some experiment or obser­
vation.Can we then say that H is absolutely verified; that it Will never be
revoked?Clearly, that depends on whether the report B has been accepted
irrevocably,or whether it may conceivably suffer the fate of being disavowed
later.Thus the question as to the existence of absolutely verifiable hypotheses
leadsback to the question of whether all, or at least some, observation reports
becomeirrevocable parts of the system of science once they have been accepted
in connectionwith certain observations or experiments. This question is not

50. Cf. especially A. Ayer, The Foundation: of Empirical Knowledge(New York, 1940); see
also the same author's article, “Verification and Experience.” Proceedingsof the Aristotelian
Societyfor 1937. R. Carnap, "Ueber Protokolls'atze," Erleenntnis, vol. 3 (1932), and § 82 of the
sameauthor's The Logical Syntax of Language (New York and London, 1937). O. Neurath,
“Protokollsa‘tzc,”Erlcenntnis,vol. 3 (1932); "Radikaler Physikalismus und "wirkliche Welt,"
Erhenntnis.vol. 4 (1934); "Pseudorationalismus der Falsifikation," Erkemitnis, vol. 5 (1935).
K. Popper,LogikderForschung (see note 3). H. Reichenbach. Experience and Prediction(Chicago,
1938).chap. Bertrand Russell, An Inquiry into Meaning and Truth (New York, 1940), es­
peciallychaps.x and xi. M. Schlick, "Ueber das Fundament der Erkenntnis," Erleenntnis,vol. 4
(1934).
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simply one of fact; it cannot adequately be answered by a descriptive account
of the research behavior of scientists. Here, as in all other casesof logical analysis
of science, the problem calls for a rational reconstruction of scientificprocedure,
Le. for the construction of a consistent and comprehensive theoretical model
of scientific inquiry, which is then to serve asa system of reference, or a standard,
in the examination of any particular scientific research. The construction Ofthe
theoretical model has, of course, to take account of the characteristics of actual

scientific procedure, but it is not determined by the latter in the sense in which
a descriptive account of some scientific study would be. Indeed, it is generally
agreed that scientists sometimes infringe the standards of sound scientific pro­
cedure; besides,for the sakeof theoretical comprehensiveness and systematization,
the abstract model will have to contain certain idealized elements which cannot

possibly be determined in detail by a study of how scientists actually work. This
is true especiallyof observation reports. A study of the way in which laboratory
reports, or descriptions of other types of observational findings, are formulated
in the practice of scientific research is of interest for the choice Of assumptions
concerning the form and the status of observation sentences in the model of
a language of science; but clearly, such a study cannot completely determine
what form Observation sentences are to have in the theoretical model, nor

whether they are to be considered as irrevocable once they are accepted.
Perhaps an analogy may further elucidate this view concerning the character

of logical analysis: Suppose that we Observe two persons whose language we
do not understand playing a game on some kind of chess board; and suppose
that we want to “reconstruct” the rules of the game. A mere descriptive account
of the playing behavior of the individuals will not suffice to do this; indeed, we
should not even necessarily reject a theoretical reconstruction of the game
which did not always characterize accurately the actual moves Of the
players: we should allow for the possibility of occasional violations of the rules.
Our reconstruction would rather be guided by the objective of obtaining a
consistent and comprehensive system of rules which are as simple as possible,
and to which the Observed playing behavior conforms at least to a large extent.
In terms of the standard thus Obtained, we may then describe and critically
analyze any concrete performance of the game.

The parallel is Obvious; and it appears to be clear, too, that in both casesthe
decision about various features Of the theoretical model will have the character

of a convention, which is influenced by considerations of simplicity, consistency,
and comprehensiveness, and not only by a study of the actual procedure of
scientists at worlt."l

51. A clear account of the sense in which the resultsof logical analysis represent conventions
can be found in §§ 9-11 and 25-30 of K. Popper’s Logik der Forschung.
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Thisremark applies in particular to the question here under consideration,
namelywhether “there are” in science any irrevocably accepted observation
reports(allof whose consequences would then be absolutely verified empirical
hypotheses).The situation becomes clearer when we put the question into this
form:Shallwe allow, in our rational reconstruction of science, for the possi­
bilitythat certain observation reports may be accepted as irrevocable, or shall
theacceptanceof all observation reports be subject to the "until further notice"
clause?In comparing the merits of the alternative stipulations, we would have
to investigatethe extent to which each of them is capable of elucidating the
structureof scientificinquiry in terms of a simple, consistent theory. We do not
proposeto enterinto a discussion of this question here except for mentioning that
variousconsiderationsmilitate in favor of the convention that no observation

reportisto beaccepted definitively and irrevocably.” If this alternative is chosen,
thennot even those hypotheses which are entailed by accepted observation
reportsare absolutely verified, nor are those hypotheses which are found in­
compatiblewith accepted observation reports thereby absolutely falsified: in
fact,in this case, no hypothesis whatsoever would be absolutely verifiable or
absolutelyfalsifiable. If, on the other hand, some—or even all—observation
sentencesare declared irrevocable once they have been accepted, then those
hypothesesentailed by or incompatible with irrevocable observation sentences
willbe absolutely verified, or absolutely falsified, respectively.

Itshouldnow be clear that the concepts of absolute and of relative verifiability
(andfalsifiability)differ fundamentally from each other. Failure to distinguish them
hascausedconsiderable misunderstanding in recent discussions on the nature
of scientificknowledge. Thus, e.g., K. Popper’s proposal to admit as scientific
hypothesesexclusively sentences which are (relatively) falsifiable by suitable
observationreports has been criticized by means of arguments which, in effect,
supportthe claim that scientific hypotheses should not be construed as being
absolutelyfalsifiable—apoint that Popper had not denied. As can be seen from
our earlierdiscussion of relative falsifiability, however, Popper's proposal to
limitscientifichypotheses to the form of (relatively) falsifiable sentences involves
a very severe restriction of the possible forms of scientific hypotheses.53 In
particular,it rulesout all purely existential hypotheses as well as most hypotheses
whoseformulation requires both universal and existential quantihcation; and

52. Cf.especiallythe publications by Carnap, Neurath, and Popper mentioned in note 50;
alsoReichenbach, 10:. (it, section 9.

53. Thiswaspointed out by R. Carnap; (f. his review of Popper's book in Erkammi's,vol. 5
(1935),and “Testability and Meaning." §§ 25, 26. For a discussion of Popper's falsifiability
criterion,secfor example H. Reichenbach, “Ueber lnduktion and Wahrscheinlichkeit," Er­
kcmimi's,vol. 5 (1935); O. Neurath, "Pseudorationalismus der Falsifikation," Erkemimis,vol. 5
(1935).
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it may be criticized on this account, for in terms of this theoretical reconstruction
of science it seems didicult or altogether impossible to give an adequate account
of the status and function of the more complex scientific hypotheses and theories.

What has been said above about the nature of the logical analysisof science
in general, applies to the present analysis of confirmation in particular: It is a
specific proposal for a systematic and comprehensive logical reconstruction of a
concept which is basic for the methodology of empirical science as well as for
epistemology. The need for a theoretical clarification of that concept was
evidenced by the fact that no general theoretical account of confirmation has
been available so far, and that certain widely accepted conceptions of confir­
mation involve difficulties so serious that it might be doubted whether a satisfac­
tory theory of the concept is at all attainable.

It was found, however, that the problem can be solved: A general definition
of confirmation, couched in purely logical terms, was developed for scientific
languages of a specified, relatively simple, logical character. The logical model
thus obtained appeared to be satisfactory in the sense of the formal and material
standards of adequacy that had been set up previously.

I have tried to state the essential features of the proposed analysisand recon­
struction of confirmation as explicitly as possible in the hope of stimulating
a critical discussion and of facilitating further inquiries into the various issues
pertinent to this problem area. Among the open questions which seemto deserve
careful consideration, I should like to mention the exploration of conceptsof
confirmation which fail to satisfythe general consistency condition; the extension
of the definition of confirmation to the case where even observation sentences

containing quantifiers are permitted; and finally the development of a definition
of confirmation for languages of a more complex logical structure than that
incorporated in our model.“ Languages of this kind would provide a greater
variety of means of expression and would thus come closer to the high logical
complexity of the language of empirical science.

54. The languages to which our definition is applicable have the structure of the lower
functional calculuswithout identity sign; it would be highly desirable so to broaden the general
theory of confirmation as to make it applicable to the lower functional calculuswith identity,
or even to higher functional calculi; for it seemshardly possible to give a precise formulation
of more complex scientific theories without the logical means of expression provided by the
higher functional calculi.



pos TSCRH’T (1964) ON

CONFIRMATION

1. ON THE PARADOXES

Theviewsexpressed in my essay in regard to the paradoxes still seem sound
tome: the “paradoxical” cases have to be counted as confirmatory, or positive,
instances;impressionsto the contrary may be attributable to factors such as thos:
suggestedin section 5.2 Several writers1 have concurred with this estimate either

fullyor to a large extent.
Anumberof commentators” have argued, in a manner more or less akin to

that of Mrs. Hosiasson-Lindenbaum“, that on certain assumptions, objective
logicaldifferencescan be established between paradoxical and nonparadoxical

1. Amongthem, H. G. Alexander. "The Paradozes of Conhrmation," The Britishjournal
for thePhilosophyof Science, vol. 9 (1958—59),227—33;R. Carnap. Logical Foundations ofProba­
bility(Chicago,1950), 469; 1.]. Good,“The Paradox ofConfirmation,”Parts I and II,The British
journalforthePhilosopliyql'Science, vol. 11 (1960), 145—48;vol. 12 (1961), 63—64; N. Goodman,
Fact,Fiction,and Forecast (Cambridge, Mass., 1955), pp. 69—73;J. L. Mackie, “The Paradoxes
of Confirmation," The British Journal jbr the Philosophy of Science, vol. 13 (1963), 265—77;I.
SchelTner.The Anatomy oj'lnquiry (New York, 1963), Part 111.Critical questions have been
raised.in thename of Popper's anti-inductivism, for example by]. W. N. Watkins, “Between
Analyticand Empirical," Philosophy, vol. 32 (1957), 112-31, and "A rejoinder to Professor
Hempel'sReply," Philosophy,vol. 33 (1958), 349-55; J. Agassi. “Corroboration versus Induc­
tion." The Britishjournal for the PhilosOphy of Science, vol. 9 (1959), 311-17. For adiscussion
of theseand other strictures see Alexander, loc.(it; Hempel, "A Note on the Paradoxes of
Confirmation,"Mind, vol. 55 (1946), 79-82 and “Empirical Statements and Falsifiability,"
Philosophy,vol. 33 (1958), 342-48; Mackie, loc. cit.; Schemer, loc. cit.; R. H. Vincent, “The
Paradoxesof Confirmation," Mind, vol. 73 (1964), 273-79.

2. Among them, Alexander, lac. cit.; Good, loc. cit.; D. Pears, “Hypotheticals,”AnaIysis.
vol. 10(1950),49-63; C. H. von Wright, The Logical Problem of Induction(Oxford, 1957), pp.
122-27.

3. See note 25 of the preceding essay.
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instances of generalizations of the form ‘All P’s are Q’s’. The principal requisite
assumption is to the effect that there are many more non—Q'sthan P's (or alter­
natively, that the probability of an object being a non—Qis much greater than
that of its being a P). Several writers presuppose in addition a suitable theoryof
degrees of confirmation or inductive probabilities, and some also assumethat
the generalization has a positive initial probability. On such assumptionsit is
then argued that, for example, examining a nonblack thing for nonravenhood
involves much less risk of refuting the generalization ‘All ravens are black' than
does examining a raven for blackness, and that a positive outcome of the former
kind of test has therefore much lessimportance or weight than a positiveoutcomt
of the latter (thus Pears, who does not invoke a theory of degreesof confirmation);
or that an instance of a paradoxical kind will increase the prior probability ofthe
generalization by much less than a nonparadoxical one.

Some of these arguments seem to me open to questions such asthosesuggested
in note 25 of my essay. But—and this is the essential point—even if satisfactorily
established, such differences in degree between paradoxical and nonparadoxical
instances clearly do not refute my diagnosis of the paradoxical casesasconfirma­
tory. My essay is concerned exclusively with the classificatory or qualitati‘l’c
concept of confirmation, and it does not claim that the different kinds of positive
instance are all confirmatory to the same degree or that they carry the sameweight
in testing a generalization.

As for the pragmatic question of why paradoxical cases appear to be non­
confirmatory, l’ears‘Imay well be right in suggesting that those descriptivewords
(e.g. ‘raven’, ‘black’) which we normally use to formulate our generalizations
pick out classesthat satisfy (perhaps, better, that are commonly believed to satisfy)
the crucial assumption about relative size, and that this in turn explains, in Virtue
of the kind of argument mentioned before, why paradoxical instances“are
thought to provide less confirmation” than nonparadoxical ones. Indeed, as
Mackie5 suggests, it might even explain why to some persons the finding of a
nonblack thing that is not a raven seems not to be evidentially relevant at all.
This may well constitute a further factor, different from those suggestedin section
5.2 of my article, that partly contributes to the impression of paradoxicality-'s

2. ON THE GENERAL DEFINITION OF CONFIRMATION

My general formal definition of qualitative confirmation now seemsto me

4. Pears, lac. (i!.. pp. 51-52.—This was suggested also by Miss Hosiasson-Lindenbaum in
footnote 11 of her article.

5. Mackie, (or. cit, pp. 266-67.
6. Cf. also the lucid discussion of these issues by Schemer, Ioc.cit.
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rather too restrictive. Here are some of the reasons for this appraisal, in order of

increasingimportance:
(a) Somehypotheses of the kind covered by my definition, though logically

consistent,are not capable of confirmation by any logically consistent obser­
vationreport. For example, a hypothesis of the form

(x)(3)03” ' (9009(2)[(er ' 572) D szl ' (3‘)~ 330‘

can be satisfiedonly in an infinite domain; its development for any finite class
of objectsis self-contradictory. Generally, no scientific hypothesis that implies
the existenceof infinitely many objects can, on my definition, be confirmed by
any observation report. This seems worth noting, but it surely constitutes no
seriousshortcoming of the definition.

(b) My definition qualifies as neutral certain kinds of evidence that would
normally be regarded as confirmatory. Thus, as Canfield" has pointed out, no
finite set of sentences of the type

Rab, Rbc, Red, Rde, . . .

qualifiesas confirming the hypothesis

H13(30(7)ny

A report that mentions just the individuals a and b, for example, confirms Hl
onlyif it implies the development of H1 for the class {a,b}, i.e., the sentence

Raa °Rab ' Rba ' Rbb

Andasthe number of individuals mentioned in an observation report increases,
theconditionthe report has to meet if it is to confirm H1 becomes increasingly
stringent.Analogous remarks apply to the case of disconfirmation.

(c)Somewriters8have argued that the consistency condition for confirmation
is too strong, for a reason I had considered, but then set aside, in my comments
on that condition in section 8: One and the same observable phenomenon may
wellbe accounted for by each of two incompatible hypotheses, and the obser­
vation report describing its occurrence would then normally be regarded as
confirmatoryfor either hypothesis. This point does seem to me to carry consider­
ableweight; but if it is granted, then the consequence condition has to be given

up alongwith the consistency condition. Otherwise, a report con£rming each
of twoincompatiblehypotheses would count as confirming any consequence of
the two, and thus any hypothesis whatsoever.

7. J. Canfield, "On the Paradox of Confirmation," Metrika, vol. 5 (1962), 105-18.
8. ParticularlyCarnap in his detailed exposition and critical analysisof my essay, in sections

37,88 oflpgi'cal Foundations of Probability (cf. especially pp. 476-78). See also the comment in
K. Popper, The Logic qf ScientificDiscovery (London, 1959), p. 374.
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For the reasons here briefly surveyed, I believe Carnap is right in his estimate
that the concept of confirmation defined in my essay “is not clearly too wide but
is clearly too narrow."’ Accordingly, I think that the criteria specifiedin my
definition may be sufficient, but are not necessary for the confirmation of a
hypothesis H by an observation report B.

Perhaps the problem of formulating adequate criteria of qualitative con­
firmation had best be tackled, after all, by means of the quantitative conceptof
confirmation. This has been suggested especially by Carnap, who holds that
“any adequate explicatum for the classificatory concept of confirmation must
be in accord with at least one adequate explicatum for the quantitatitive concept
of confirmation"; i.e., there must be at least one function c that is a suitable

explicatum for the concept of logical probability such that whenever B qual­
itatively confirms H, then c(H,B) > c(H,t), where t is the tautological, or null.
evidence.10 In other words: on some suitable definition of logical probability.
the probability of H on B should exceed the apriori probability of H wheneverB
qualitatively confirms H.11This general principle leads Carnap also to reject the
consequence condition for qualitative confirmation and to restrict the entailment
condition to the case where H is not a logical truth.

Finally, I shall discuss quite a different aspect of the problem. In accordance
with the objective stated toward the end of section 6, my definition of confirm­
ation is purely syntactical, since for the formalized languages in question the
concept of logical consequence, which occurs in the defmiens, is characterizable
in purely syntactical terms, as are all other concepts used in the definition. But
confirmation—whether in its qualitative or in its quantitative form—cannot
be adequately defmed by syntactical means alone. That has been made clear
especially by Goodman,“ who has shown that some hypotheses of the form
‘(x)(Px 3 Qx)’ can obtain no confirmation at all even from evidence sentences
of the form ‘Pa - Qa'. To illustrate this, I will adapt Goodman’s example to my
ornithological paradigm. Let ‘x is P' stand for ‘x is a raven' and ‘x is Q’ for 'x
is blite’, where an object is said to be blite if it has been examined before a certain
time t and is black or has not been examined before t and is white. Then any
raven observed before t and found to be black affords a formally confirming
instance, in the senseof N icod’s criterion, of the hypothesis ‘All ravens are blite'.

9. Camp, Ioc.cit.,p. 479.
10. Carnap. Ioc. cit., p. 472.
11. As noted by Mackie, several other writers construe confirmation rather in accordance

with “the Inverse Principle, that a hypothesis Inis confirmed by an observation-report b in
relation to background knowledge if and only if the observation-report is made more probable
by the adding of the hypothesis to the background knowledge" (lac.cit.,p. 267; author’s italics).

12. Goodman, Ioc.cit., chapters Ill and IV.
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Yetno matter how many such instances may have been collected, they lend no
supportor confirmation to the hypothesis; for the latter implies that all ravens
not examinedbefore t—hence in particular all those that might be examined
aftert—are white, and this consequence must surely count as disconfirmed
ratherthan asconfirmed. Whether a universal conditional hypothesis is capable

of beingconfirmed by its positive instances, whether it can be "projected," as
Goodmansays,from examined cases to unexamined ones, will depend on the
characterof its constituent predicates; use of the predicate ‘blitc', for example,
precludesprojectibility. Goodman traces the difference between predicates that
canoccurinprojectiblehypotheses and those that cannot to their “entrenchment,”
i.e.,the extent to which they (or predicates coextensive with them) have been
usedin previously projected generalizations; ‘blite,’ for example, never having
beenso used, is much less well entrenched than such terms as ‘black', ‘white',

and‘raven’.By reference to the comparative entrenchment of the constituent
predicates,Goodmen formulates criteria for the comparative projectibility of

universalconditional hypotheses, and thus also for their susceptibility to confirm­
ation by formally positive instances.

Thusthe search for purely syntactical criteria of qualitative or quantitative
Confirmationpresupposes that the hypotheses in question are formulated in
termsthatpermit projection; and such terms cannot be singled out by syntactical
meansalone. Indeed, the notion of entrenchment that Goodman uses for this

purposeis clearly pragmatic in character.





2. INDUCTIVE

INCONSISTENCIESl

1. INTRODUCTION

IN the philosophical study of induction, no task is of greater importancethanthatof giving a clear characterization of inductive procedures: only when
thishas been done can the problem of justification significantly be raised. If
inductionis conceived as a peculiar type of inferential reasoning, its precise
characterizationwill naturally call for the formulation of distinctive rules of
inductiveinference. A variety of such rules have indeed been set forth in the
philosophicalliterature. But certain quite familiar types of such rules, though
widelycountenanced even in recent writings on the subject, can be shown to
leadinto logical inconsistencies. This is the more serious because the defective
rulesinclude some which have been held to represent the most basic types of
soundinductive reasoning. In this article, I propose to exhibit this defect in two
familiartypes of induction rules and to examine the sources of the “inductive
inconsistencies"they generate. The ideas here set forth are based to a large extent
onthework of others, and especially on Carnap’s conception of inductive logic
and its applications.

2. INCONSISTENCIES GENERATED BY STATISTICAL SYLLOGISMS

One type of inductive inference that leads into inconsistencies is represented
bythe so-calledstatistical syllogism and its variants.

1. Written during my tenure, on a United States Government Fellowship. as a Fulbright
ResearchFellowat the University of Oxford, 1959-60.

This article is reprinted, with slight changes, by kind permission of the General Editorial
Committee, from Synthese 12, pp. 439-69 (1960).

[53]
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A statisticalsyllogism2is an argument of the form:

a isF

(2.1) The proportion of F's that are C is q
Hence, with probability q, a is G

In some variants of this mode of reasoning, the conclusion or alsothe second
premise is expressed in non-numerical terms. Thus, e.g. Toulmin3 puts forward
as valid certain types of argument which he calls quasi-syllogisms, andwhich
take forms such as the following:

a is F

(2.2) The proportion of F's that are C is less than 2 per cent
So, almost certainly (or: probably) a is not C.

a is F

(2.3) The proportion of F’s that are C is minute
So, almost certainly (or probably,) a is not C.

The inference patterns here listed are applicable only when the reference
class F is finite; for only then has the phrase ‘the proportion of F’sthat are G’s’a
clear meaning. Analogous types of argument which are not subject to this
restriction are suggested, however, by the frequency interpretation of statistical
probability. In current mathematical theory, statistical probabilities are con—
strued as set-measures governed by certain axioms; and a formula of the form
‘p(G, F) = r', which specifies the statistical probability of set C with respectto
set F, asserts, roughly, that the measure of the intersection of G and F, divided
by the measure of F, equals r. The application of the mathematical theory to
empirical subject matter is effected by the frequency interpretation of statistical
probability, which construcs ‘p(C, F) = r’ as stating the long-run relative
frequency, r, with which a “random experiment” of some specified kind F——­
performed by man or by nature—tends to yield an outcome of kind G. For the
case where r is close to 1, this frequency interpretation is usually expressedin
in the following form: lfp(G, F) is very close to 1, then if an experimentofkind
F isperformed just once, it is practically certain that a result of kind C willoccur.‘

2. See for, example, D. C. Williams, The Ground of Induction (Harvard University Press,
1947); and the discussion of the idea in chap. IV of S. Barker, Inductionand Hypothesis(Cornell
University Press, 1957.)

3. S. Toulmin, The Uses of Argument (Cambridge University Press, 1958), pp. 1091?.(For
the conclusion-form ‘almost certainly, or probably, a is not C’, see p. 139).

4. This formulation follows closely those given in H. Cramér, MathematicalMethodsofStat­
istics (Princeton University Press, 1946), p. 150, and in A. Wald, On the Principlesof Statistical
Inference(University of Notre Dame, Indiana, 1942), p. 2.
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Thisprinciplemight be thought to authorize the following inference schema,
inwhichthe secondpremise no longer requires the reference classF to be finite:

a is F

(2.4)Thestatisticalprobability for an F to be a C is nearly 1
So,it is almost certain that a is G.

Forconvenience,I shall henceforth refer to all the different types of inference
justlisted,and to certain analogous ones, as broadly statistical syllogisms,or briefly
asstatisticalsyllogisms.Now it is readily seen that all broadly statistical syllogisms
leadinto inconsistencies because the individual case a which the conclusion

assignsto the classC (or: to which the conclusion attributes the characteristic, or
property,G) will in fact belong to different reference classes, F1, F2, . . . whose
membersexhibit G with different relative frequencies or statistical probabilities.
Forargumentsof form (2.1), an example given by Barker5 illustrates this neatly:
SupposethatJones is a Texan, and that 99 per cent of Texans are millionaires;
butthatjonesisalso a philosopher, and that only 1 per cent of these are million­
aires.Thenrule (2.1) permits the construction of two statistical syllogisms, both
withtruepremises,which yield the incompatible conclusions that, with prob­
ability.99,_]onesisa millionaire, and that, with probability .01,_]onesis a million­
are.

Considernext Toulmin’s example of a quasi-syllogism of form (2.2):°

Petersen is a Swede

(2.5)The proportion of Roman Catholic Swedes is less than 2 per cent
So,almostcertainly, Petersen is not a Roman Catholic.

Supposethat the premises of this argument are true. Then, as Cooley" has
pointedout, the premises of the following quasi-syllogism may well be equally
true:

Petersenmade a pilgrimage to Lourdes
(2.6)Lessthan 2 per cent of those making a pilgrimage to Lourdes are not

RomanCatholics

So,almost certainly, Petersen is a Roman Catholic.

5. Barker, lac. cit, p. 76.
6. Toulmin, loc. cit., p. 109.

7. J. Cooley, “On Mr. Toulmin’s Revolution in Logic," The Journal qf PhilosOphy56:
297-319(1959),p. 305. The phrasing of Cooley's example has been slightly modmcd to make it
lit the pattern (2.2) more closely.
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Thus, the quasi-syllogist inference schema can lead from true premisesto
incompatible conclusions. 3

To construct an analogous example for the schema (2.4), consider a set of
10,000balls of which 9,000 are made of glassand are white, while the remaining
1,000 are made of ivory, one of them being white, the other 999, black.LetD
be a certain procedure of selecting one of the 10,000 balls. Let us assumethat this
is a random procedure, so that the statisticalprobability of obtaining a whiteball
as a result of D will be p(W, D) = .9001. Let the event I) be one particular
performance of the experiment D. Then (2.4)yields the following argumentwith
true premises:

5 is D

(2.7) p(W, D) = .9001
Hence, it is almost certain that b is W (i.e. that b yields a white ball).

Suppose now that 19yields an ivory ball. Then I) may also be regarded as an
instance of another experiment, D*, which consists in selecting at random one
of the ivory balls in the given set. But for this experiment, the probabilityof
selecting anonwhite ball isp(— W, D“) = .999; and schema (2.4) now authorizes
the argument:

b is D"I

(2.8) p(— W, 19*) = .999
Hence, it is almost certain that b is —-W (i.e. that I)does not yield a white
ball).

Again, we have a pair of rival arguments conforming to the same rule and starting
with true premises, and yet leading to incompatible conclusions. Despite its
apparent plausibility, then, the construal of certain types of statistical argument
as having the form of broadly statistical syllogisms is untenable; for those
syllogisms generate inductive inconsistencies9in the following sense: For an argu­
ment with true premises that has the form of a statistical syllogism, there exists

8. While Toulmin repeatedly emphasizes that quasi-syllogisms are valid, he later adds the
remark: “It must of course be conceded that quasi-syllogisms can properly be advancedonly
if the data from which we arguestateall that we know of relevanceto the questionat
issue" (lac. cit., p. 140).This remark, which implies that the argument (2.5) ‘can be properly
advanced’ only if the premises of Cooley's quasi-syllogism are not known to be true, will be
considered in section 4 below.

9. In an essay dealing with the explanatory and predictive use of statistical probability
statements, I have referred to this peculiarity as the ambiguity of statistical explanation and
prediction; cf. “Deductive—Nomological us. Statistical Explanation,” in H. Feigl and C.
Maxwell (eds.) Minnesota Studies in the Philosophy of Science,vol. III (Minneapolis: University
of Minnesota Press, 1962), pp. 98-169. See also section 3.4 of the essay “Aspects of Scientinc
Explanation” in the present volume.



InductiveInconsistencies [ 5 7]

ingenerala rival argument of the same form, again with true premises, whose
conclusionis logically incompatible with that of the first argument.

Thisis true also of an inductive rule of a slightly different kind, which is
amongthoselistedby Black in essaysdealing with the justifiability of induction.
Blackformulates it as follows:

R: To argue from Most instancesofA’s examined in a wide variety of conditions
havebeenB to (probably) The next A to be encountered will be B.10

Blackaddsthatinductive arguments governed by R vary in “strength” according
tothenumberand variety of the favorable instances reported in the premise; so
that "although R permits us to assert a certain conclusion categorically, . . . the
strengthoftheassertionfluctuates with the character of the evidence.” 11In contrast
tobroadlystatisticalsyllogisms, then, rule R leads to a conclusion which does not
containa modal qualifier like ‘probably’ or ‘certainly'; yet, the conclusion is
supposedto beassertedwith more or less ‘strength’. Our earlier illustrations show
readinthatan argument which, in accordance with R, leads from true premises
toa verystrong assertion of a given conclusion can generally be matched by a
rivalone,governed by the same rule, which from equally true premises leads
tothestrongassertionof the contradictory of that conclusion. In this sense, rule
R generatesinconsistencies.

Deductiveforms of inference never generate inconsistencies, of course.
Inparticular,for an argument of the syllogistic form

a is F

(2.9) All F are C
a is G

whosepremisesare true, there exists no rival argument of the same form whose
premisesare true as well, and whose conclusion is logically incompatible with
thatofthegivenargument: incompatible conclusions can be deduced only from
incompatiblepremise-sets, and sets of true premises are not incompatible.

3. PROBABILITY:MODAL QUALIFIER OR RELATION?

Theinconsistenciesjust noted do not show, of course, that all nondeductive
argumentsbasedon statistical information are unsound, but only that the construal

10. M. Black, “Self-Supporting Inductive Arguments," The journal of Philosophy 55:
718-25(1958),p. 720 (italics in the originals); see also the same author's “The Inductive
Supportof Inductive Rules." in M. Black, ProblemsofAnalysis (Cornell University Press,1954).
p. 196.

11. Black,“Self-Supporting Inductive Arguments," p. 720 (Italics supplied). Black notes
thattherule “as it stands" is not “a wholly acceptable rule for inductive inference" (ibid.); but
heholdsthat the rule R can be used in a legitimate inductive argument supporting R itself,
andit seemsfair, therefore, to assume that the faults he finds with this rule do not include so
decisivea defect as that of generating inconsistencies.
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Ofsuch arguments as quasi-syllogistic is untenable. That construal seemsto aim
at too closea formal assimilation Ofnondeductive statistical arguments to deduc­
tive inference. Thus, e.g., given that the premises of the deductive syllogism(2.9)
are true, the conclusion ‘a is G’ will “necessarily”—i.e., as a logical consequence—
be true as well and can therefore be categorically asserted. In the corresponding
statistical arguments, however, the truth of the premises does not thus guarantee
the truth of “ais G’; and if, in analogy to the deductive case, one insistson formu­
lating a sentence which the truth of the premises would entitle us to assert,it
may seem tempting to do so by prefixing to ‘a is G’ a qualifying phrase suchas
‘it is practically certain that’, “very probably’, or ‘with probability r’. And this
is precisely what is done when statistical arguments are construed as quasi­
syllogistic.

That this is a misconstrual becomes clear when we reflect that by the same
token we should be able to schematize the deductive syllogism (2.9) in the form

a is F

(3.1) All F are C

Hence, certainly (or, necessarily) a is G.

In fact. Toulmin doesjust this when he puts the syllogistic counterpart of oneof
his quasi-syllogistic arguments into the form

Petersen is a Swede

(3.2) No Swedes are Roman Catholics
SO,certainly, Petersen is not a Roman Catholic.“

But the certainty here in question isclearly a logical relation between the premises
and the conclusion of a deductive argument: the statement ‘a is G’ is certain,or
necessary, relative to the given premises, i.e., it is logically implied by them. To
treat the term ‘certainly’ in the manner of (3.1) and (3.2), as a qualifier applicable
to a single statement, is incorrect: If the logical force of the argument (2.9)is
to be expressed with the help of the term ‘certain’ or its cognates, then it hastobe
done in an explicitly relativized form, such as this:
(3.3) ‘a is G’ is certain relative to (i.e., is logically implied by) ‘a is F' and ‘All

F are6'.
To say this is not to deny that the word ‘certain’ and its cognates can also

be used as qualifiers of single statements, in contexts of the form ‘it is certain that
p’, “certainly 17’,etc. Let me distinguish three major purposes for which phrases
of this kind are used: to claim that the particular statement standing at the
place of ‘p’,or briefly the p—statement,is a logico-mathematical truth or perhaps

12. Toulmin, lac. cit, p. 131.
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anomologicalone (i.e., a consequence of certain laws of nature), so that we are
entitledto assertit categorically and without qualifications; (ii) to claim that the
p—statementis categorically and unqualifiedly assertable in some more inclusive,

andmore elusive, sense which is conceived as being governed by objective
standards(somewould make this claim, for example, for a class of presumptive
aprioritruths thought to include the truths of logic and of mathematics as a
propersubclass);(iii) to show—rather than to state—that the utterer of the phrase
meansto assertthe p-statement without qualification, and perhaps with special
emphasis.But if ‘certainly’ is understood in the first of these senses, then argu­
mentssuchas (3.1) and (3.2) are simply fallacious. The same holds true for the

secondsenseof ‘certainly'. If, for example, that qualifier is taken to apply to all
andonlythosesentences which are a priori truths in some specified sense, then it
maywellhappenthat in an argument of the form (3.1) which has true premises,
theconclusion,though true, isnot an apriori truth: hence, in arguments of the form
(3.1)thepremisesthen by no means warrant the conclusion. The schema (3.1)
couldbeturnedinto a sound form of argument by adding the prefix ‘certainly’
tobothofthe premises; but the resulting schema would no longer represent the
syllogisticargument whose logical structure (3.1) was intended to exhibit.
Finally,if the word 'certainly’ is taken in the third sense, then its presence is as
irrelevantto the logic of the argument as would be the occurrence ofsueh words
as‘emphatically’,‘fortunately’, or ‘unexpeetedly’ in its place.

Insum,then, it is simply incorrect to represent the logical force of a syllogistic
argumentin the manner of (3.1) or (3.2), where the word ‘certainly’ plays the
roleofa modalqualifier of the conclusion: certainty must be construed here as
a logicalrelation, in the manner of (3.3). The fact that the phrasing ‘certain
relativeto . . .’,which is used in (3.3), does not occur in ordinary English isnot, of
course,aHawof the proposed construal: in fact, it is precisely a too close adherence
tophrasingsused in everyday discourse which has obscured the logic of the in­
ferenceshere under consideration.

Analogousremarks apply to statistical arguments of the kind which the
notionsofstatisticalsyllogism and of quasi-syllogism are intended to illuminate.
Inthecontextof such arguments, phrases such as ‘it is practically certain that’, etc.,
aswellas Black's expression ‘strength of assertion’, must be construed, not as
qualifyingthe conclusion, but as representing a logical relationship between the
premisesand the conclusion: they indicate the extent to which the premises
supportorconfirmthe (unqualified) conclusion. Thus, e.g., the arguments whose
structurethe schema (2.2) was meant to exhibit are not to the effect that from
thegivenpremiseswe may validly infer ‘Almost certainly, a is not C’, but rather
totheeffectthat those premises lend very strong support to the statement ‘a is not
0’,orthatthe premises confer upon this statement a very high probability.
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Thus, in analogy to (3.3), the arguments which (2.2) was meant to represent
might be schematized as follows:

(3.4) ‘a is not G’ is almost certain (or: is highly probable) relative to the two
statements ‘a is F' and ‘Lessthan 2 per cent ofF's are G’.

The concept of probability here invoked is not, of course, the statisticalone.
which, as we noted, represents a quantitative relation between two kindsor
classesof events, F and G; rather, it is what Carnap has called logicalor inductive

probability, or degree Ofconfirmation—a concept representing a logicalrelation
between statements. This inductive probability is the central concept of the
theories of probability developed by Keynes,MazurkiewicheEreys, vonWright,
and other writers. It is still a controversial question to what extent the inductive

support conferred by an evidence statement e upon a hypothesis I: can be rep­
resented by a precise quantitative concept C(h,e) with the formal characteristics

of a probability. At any rate, Carnap has developed a rigorous generalmethodof
defining such a concept which is applicable to formalized languageshavingthe
structure Ofa first-order functional calculus.“

But the main point here at issue is independent of the prospects for the
development of a precise quantitative theory of inductive logic: Ifterms suchas
‘ahnost certainly’, probably", and ‘with probability r' are to expressthe force
of the inductive statistical arguments we have been considering then they must
be understood, not as qualifiers of single statements, but as representing relations
between statements. These relations might be expressed in the manner of (3.4);
or, in the framework of a quantitative inductive logic suchas Carnap's,informulas
Ofthe form

(3.5) I:(h,e1e, . . . en) = r

which indicate that the statements (inductive “premises”) e1,e2, . . ., e,ljointly
Confer the logical probability 1'upon the statement (inductive “conclusion")h­

In conclusion Ofthis brief comparison of deductive and inductive inference,one

further point should be noted: The schematizations (3.3), (3.4), (3.5)are concerned
only with the logical connections between the premises and the conclusion
and not at all with their truth or falsehood. But since in a deductive argument
the conclusion cannot fail to be true if the premises are true, deductive inference
rules can be used to eEect a transition from given statements which areknown0r
considered to be true to another statement which has the same status; thus,:5
Carnap puts it,“ deductive inference rules permit, as it were, the acquisition

13. SeeespeciallyhisLogicaIFoundationsqurobabilI'ty (TheU niversity of Chicago Press,1950).
,ccdon 100; and the generalization in The Continuum of InductiveMethods (The University of
Chicago Press. 1952).

14, Camp. Logical Foundations of Probability,p. 206.
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ofnewstatementson the basis of statements already possessed. In an inductive
inference,on the other hand, the “premises” lend only partial support to the
“conclusion,”and truth is not, therefore, automatically transferred from the
formertothelatter.Hence even if the premises all belong to the classof statements
previomeacceptedor possessed, the conclusion cannot be added to that class;
itcanonlybe qualified by a number representing its probability relative to the
premises.In referenceto inductive “inferences” or “arguments,” therefore, one
canspeakofa“conclusion” only cumgranosalis: the conclusion cannot be detached
fromthe premisesand asserted on its own when the premises are true. The
questionwhether the detachability of the conclusion of a deductive inference
withtruepremiseshas at least some weaker analogue in the case of inductive
inferencewillbe considered in the final section of this essay.

Theideathat in the context of inductive arguments probability has to be
construedasa relation has recently been criticized at length by Toulmin, who
takesespeciallyCamap and Kneale to task for holding this view, and who insists,
onthecontrary,“that ‘probably’ and its cognates are, characteristically, modal
qualihersof our assertions;” more specifically: “To say ‘Probably p’ is to assert
guardedly,and/or with reservations, that p: it is not to assert that you are tenta­
tivelypreparedto assert that p.”15 Now surely, in ordinary discourse, the word
‘probably’andits cognates are often used in this way. We may distinguish here,
moreprecisely,between two purposes which the qualifier in phrases such as
‘probablyp’ may serve: It may show—rather than state—to what extent the
speakeriswilling to commit himself to p. (If the qualifier has the form ‘With
probabilityr’, then the quotient r/ (1 — r) may indicate the odds at which—for
whateverreasons—thespeaker is prepared to bet on p); or else (ii) the qualifier
mayindicatethe extent to which it is rationally assertable or credible that p,
whererationalassertability or credibility is thought of as governed by objective
standards.Toulmin does not seem to opt quite unequivocally for one of these
twomeaningsin which ‘prpbably’ and its cognates may be used. The following
statementof his, for example, suggests the first meaning: “When I say ‘3 is
probablyP‘, I commit myself guardedly, tentatively or with reservations to the
viewthat S is P and (likewise guardedly) lend my authority to that View."m
However,thesecondmeaning appears to be closer to what Toulmin has in mind;
asis suggested,for example by his remark: “Actually, statements about the
probabilityof p are concerned, in practice, with the extent to which we are
entitledto bank on, take it that, subscribe to, put our weight and our shirts on

P o . 3’17

15.Toulmin, lac. cit., pp. 84 and 85. (Author's italics)
16. Toulmin, lac. cit., p. 53.

17. Toulmin, lac. cit., p. 83 (Italics supplied).
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But when used in the first sense, qualifiers such as ‘probably’ clearlycannot
serve to exhibit the logic of a statistical argument; and if they are understoodin
the second sense, then they have to be construed as relative to given grounds.For
the credibility of an empirical assertion—in sharp contrast to its truth or falsity—
depends on the available evidence; the phlogiston theory of combustion,for
example, was much more highly credible on the evidence available before
Lavoisier’s researches than afterwards. Hence, a phrase Of the form ‘It is highly
credible that p’ (or ‘probably I”, in the sense here under discussion)is not a self­
contained statement any more than a phrase of the form ‘x is a largernumber'.
Frequently, expressions of the form ‘almost certainly, p’ ,‘probably p’, etc.,as
used in ordinary discourse, can be regarded as elliptical statements referringto
the total evidence available at the time of utterance or at some other timesug­

gested by the context. When we say, for example, ‘Probably, there isno lifeon
the moon’, the tacit reference is presumably to the evidence availableat present.
But if the qualifier in the conclusion of a statistical syllogism is thus understoodas
relative to the total evidence available at the time when the syllogismispresented,
the argument is of course invalid: The premises of (2.2), for example, do not
warrant the conclusion that on the totalevidence available, it isvery probablethat
a isnot C. The only reasonable construal left is that suggested in (3.4).

Toulmin emphatically rejects this relativization of probability and insists
that reference to the total evidence is required only for estimating or measuring

the probability of a hypothesis, which itself is a nonrelational characteristic,just
as reference to evidence is required to estimate the truth value of a hypothesis."
But this analogy ismisleading. The truth values, truth and falsity, are nonrelation­
al characteristics of hypotheses; i.e., a phrase of the form ‘hypothesis It is true’

is a self-contained statement which need not be supplemented by specifying

some body of evidence. TO estimate whether a given hypothesis h is true or false,
we have to refer to the available evidence, say e, which will confer on h a more

or less high confirmation, C(h,e): the latter represents the probability Ofh—or,
what comes to the same, the probability that h is true—on the evidencee.This

probability will normally change with the evidence, whereas the truth valueof
h is completely independent of it. Thus, as we noted before, phrasesof the form

‘h is probable', or ‘hhas the probability r’, are not self-contained statementsatall,
and it makes no sense therefore to speak of measuring or estimating the proba­

bility of h, any more than it makes sense to speak of estimating whether the
number 7 is larger. And though Toulmin has interesting things to sayaboutthe

ordinary use of words like ‘probably', his remarks give no clear meaning atall

18. Toulmin, lac. cit, pp. 80-81.
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tothenotionof probability as a nonrelational concept.19 In this case, ordinary
usagehassurelyproved to be an unreliable guide.”

Assoonas, in the schematization of statistical inferences, the concepts of
probability,near-certainty, etc., are recognized as relational and the various
typesof broadly statistical syllogism are accordingly replaced by schemata of
thekindsuggestedin (3.4) and (3.5), one perplexing aspect of statistical arguments
vanishes;namely, the impression that statistical arguments make it possible to
establish,on the basisof true premises, pairs of incompatible conclusions of such
formsas‘Almostcertainly (very probably) a is G' and ‘Almost certainly (very
probably)a is not 0'. For example, the two apparently conflicting arguments
(2.5)and(2.6)do not, as their quasi-syllogistic construal incorrectly suggests,
establishtheconclusions that Petersen almost certainly is a Roman Catholic, and
thathealmostcertainly is not: rather, the arguments show that relative to one
setofpremises,the statement ‘Petersen is a Roman Catholic’ is highly probable,
whereasitscontradictory is highly probable relative to another set of premises:
andthisdoesnot involve a logical inconsistency any more than does the obser­
vationthatcertainsetsof premises deductiver imply the statement ‘Petersen is a
RomanCatholic’,whereas other sets deductively imply its contradictory.

4. THEREQUIREMENT OF TOTAL EVIDENCE

Butwhileconstrual in the manner of (3.4) thus removes one puzzling aspect
ofstatisticalarguments, it does not fully dispose of the problem raised by the
inconsistenciesencountered in section 2. The unresolved residual problem is
this:Iftwosetsofstatements deductively imply contradictory consequences then
thestatementsin the two sets cannot all be true: hence at least one of the argu­
mentsisbasedon some false premises. But, as we noted, if two sets of statements
conferveryhigh probabilities upon contradictory conclusions, the statements in
thetwosetsmay be all true. Thus, we face the question: Given two valid induc­

19. He doessay (loc.cit. , p. 55): “surely. ifl say ‘It is probably raining’ and it turns out not
to be.then. . . l was mistaken;" and later he again qualifies as “paradoxical and inconsistent
withourcommon ways of thinking" the idea that “if I say, ‘it is probably raining‘, the discov­
erythatno rain was falling would not refute my statement." (loe.cit., p. 84). These remarks
suggeststrongly that in Toulmin's view the statement ‘it is not raining’ implies 'it is not the
casethatit isprobably raining'. But then, by contraposition. ‘it is probably raining' would im­
ply‘itisraining'. And while this construal would give a strong empirical content to sentences
oftheform‘probablyp', it is of course quite unacceptable; and it also coniiicts with Toulmin's
generalobservationthat “one cannot specify any happening which would conclusively verify
orfalsifyapredictionheld out ashaving only a certain probability' ' (lot. (it. , p.82): thus, his views
onthecontentand on the refutability ofnon-relativized probability statements remain unclear.

20. For timber discussion of the relations between truth, probability, and veriEcation.
seeCamap,R. “Truth and Confirmation," and “The Two Concepts of Probability,” sec. VI;
bothinH. Feigland W. Sellars. (eds) Readingsin PhilosophicalAnalysis (New York: Appleton­
Century-Crofts, 1949).
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tive arguments whose premises have been tested and accepted as presumably
true, but whose conclusions—pertaining perhaps to some future event—are
logically incompatible: on which, if any, of them are we to baseour expectations
and decisions? Or, more generally: On the basis of different sets of statements
that we consider astrue, a given hypothesis h—e.g., a prediction—can be assigned
quite different probabilities; which of these, if any, is to count as a guide in
forming our beliefs concerning the truth of h and in making decisionswhose
outcomes depend on whether h is true?

An answer is suggested by a principle to which we have alluded before,and
which has in fact been tacitly or explicitly accepted by many writers on inductive
reasoning. Carnap calls it the requirement of total evidence and formulates it as
follows: “In the application of inductive logic to a given knowledge situation,
the total evidence available must be taken as a basis for determining the degree
of confirmation.”21 Broadly speaking, we might say that according to this re­
quirement, the credence which it is rational to give to a statement at a giventime
must be determined by the degree of confirmation, or the logical probability.
which the statement possesses on the total evidence available at the time. Al­
ternatively, that credence may be determined by reference to any part of the
total evidence which gives to the statement the same support or probabilityas
the total evidence: In this case, the omitted portion of the total evidenceis said
to be inductivelyirrelevant to the statement, relative to the evidence actually used­

For our residual problem, this principle implies the maxim that the support
which the premises of a statistical argument confer upon its conclusion canserve
to determine the credence rationally to be given to that conclusion or the decisions
rationally to be based on it only if the premises constitute either the total evidence
e available at the time or else a part of ewhich supports the conclusion to the same
extent as does e.

Compliance with the requirement of total evidence disposes of our residual
problem. For suppose we are confronted with two statistical arguments ofwhich
one attributes near—certainty to ‘a is G’, the other to ‘a is not G'. Then these

arguments cannot both meet the requirement of total evidence. For if they dicl,
the probabilities which their premises confer upon ‘a is G’ and ‘a is not C.
respectively, would equal the probabilities which the total evidence confers
upon those statements: but one and the same body of evidence, e.g. the total
evidence—provided only that it is logically consistent—cannot confer
probabilities on each of two contradiCtory statements; for the two probabillthS
add up to 1.

21. Carnap, LogicalFoundationsof Probability,p. 211; cf. also R. Carnap, “on the Appliak
tion of Inductive Logic,” Philosophy and PhenomenologicalResearch 8: 133-48 (1947-48), esp.
138-39.
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Incidentally,the requirement of total evidence is trivially satisfied by any
deductiveargument whose premises are part of the total evidence. For here, the
premisesconfercertainty, and thus the logical probability 1, upon the conclusion;
butsodoesthe total evidence available since, by hypothesis, it includes the prem­
isesof the given argument. 2’

At thispoint, let us consider briefly a criticism which Ayer23 has levelled
againstthe principle of total evidence and indeed against the conception of
inductiveprobability as a logical relation between statements. Ayer notes that
accordingto Keynes, Kneale, Camap, and certain other authors, probability
statementsare nonempirical: if they are true, they are necessarily true; if false,
necessarilyfalse.This feature is especially clear in Camap's theory of inductive
probability,according to which any statement of the form ‘c(h,e) = r', which
isthebasicform of an inductive probability statement, is either analytic or
self-contradictory.Now, if for h we choose some fixed hypothesis, such as that
ourfavoritehorse will win tomorrow's race, then, Ayer points out, we can
assignto it many different probabilities simply by taking into account more and
moreof the relevant evidence. But since each of these probability statements
wouldconstitutea necessary truth, none of them can be regarded as superior to
theothers.“The addition of more evidence may, indeed, yield a higher or lower
probabilityfor the statement in which we are interested. But . . . this probability
cannotbesaidto be more, or less, correct than the one which was yielded by the
evidencewith which we started.”24 The difficulty here adumbrated is closely
relatedto the residual problem mentioned at the beginning of this section; and
AyernotesCarnap’sproposal to meet it by means of the principle of total evidence.
Butwhilegranting that this principle seems to accord, to some extent, with
commonsense, Ayer questions the possibility of justifying it “on Carnap’s
principles,"preciselybecause a true probability statement concerning h which is
notbasedon the total evidence is no less analytic than is one that does meet the
requirementof total evidence.

Butthisdemandfor ajustification of the total-evidence requirement in terms
oftheprinciplesof inductive logic is beside the point; for, as Camap notes, the
principleof total evidence “is not a rule of inductive logic, but of the method­
ologyof induction."85More explicitly, we might say that the principle specifies
a necessary,though not sumcient, condition for the rationality of inductive

22. On this point, see also Camap, Logical Foundations of Probability, p. 211.
B. A. J. Ayer, “The conception of probability as a logical relation.” 8. K6rner, (ed.)

Observationand Interpretation. Proceedings of the Ninth Symposium of the Colston Research Society
(New York and London, 1957), pp. 12-17.

24. Ayer, lac. cit., p. 14.

25. Camap,LogicalFoundationsofProbability,p. 211. On Carnap’s conception of the method—
ologyof induction, see also pp. 202-205 of the same work.
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beliefsand decisions.Certain conditions of rationality can be formulated alsofor
the application of deductive reasoning (though, as we noted, the requirementof
total evidence is trivially satisfied in this case); for example, rationality of belief
requires that if a set of statements is accepted as presumably true, or asexpressing
presumably true beliefs, then any logical consequence of that set must be accepted
as well. This is not a principle of formal logic, however. Formal logic tellsus
that if a given set of statements istrue then suchand such other statementsaretrue
as well; but it does not tell us what statements to believe or to act on. Indeed,the

notion of accepting certain statements, like the notion of total evidence,is
pragmatic in character and cannot be defined in terms of the concepts of formal
deductive or inductive logic.

But if the requirement of total evidence cannot be justified by the principles
of formal inductive logic, on what grounds can it be advocated? One mightwell
say that it is simply a partial explication of conditions governing rational belief
and rational choice.Thus, Carnap constructs an example in which the requirement
is violated and rightly points out that everybody would regard this violationas
a serious mistake in inductive reasoning."7mIt might be added, in the same vein.
that if we allowed ourselves to depart from this requirement, we would some­
times be led to give high credence to statements which the available evidence
told us were false. For example, we might give high credence to the general­
ization ‘Any egg that hatches yields a chicken’ as a result of limiting our evidence
to that subset of our total evidence e pertaining to hens’ eggs only, and thus
disregarding further information, also included in e, about birds hatched from
other kinds of eggs, which would show our generalization to be false.Andwhile.
of course, it is to be expected that inductive arguments from available evidence
will sometimes lead us to give high credence to statements which, unbeknownst
to us, are in fact false, rationality surely demands that high credibility mustnot be
assigned to a statement that isknown to be false,or, more precisely, to a statement
that is logically incompatible with accepted evidence statements.

The practical application of the requirement of total evidence facesconsider­
able difficulties, for our total information is always so comprehensive and com­
plex that it cannot be expressed in two statements having the simple form of the
premises in schemata such as (3.4); indeed, it is vastly more complex than the
kind of evidence contemplated in any of the theorems of inductive logic that
are now available. But as Carnap notes, a theorem of inductive logic—and
any such theorem provides a schema for valid inductive arguments—“can
nevertheless be applied indirectly, provided the additional knowledge is, at
least approximately, irrelevant for the hypothesis in question."37 I have tried to

26. Carnap, “On the Application of Inductive Logic," p. 139.
27. Carnap, lac. cit., p. 494.
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showelsewhere28that empirical science does indeed present us with various
explanatoryand predictive arguments of a fairly simple statistical character
whichmeetthe requirement of total evidence at least in an intuitively clear sense.

Aswasnoted earlier, Toulmin, too, invokes a principle of total evidence:
Whilehe insiststhat all quasi-syllogisms in his sense are valid—their validity,
likethatof deductive syllogisms is said to be “manifest” and “surely not open to
doubt"29—helater remarks that “quasi-syllogisms can properly be advanced
onlyiftheinitialdata from which we argue state all that we know of relevance
tothequestionat issue. If they represent no more than a part of our relevant
knowledge,we shall be required to argue not categorically but hypothetically—
‘Givenonlythe information that Petersen is a Swede, we might conclude that the
Chancesof his being a Roman Catholic were slight . . .’ "3° It is not made very
clearwhat is meant by validity here nor in what sense and for what reasons a
quasi-Syuogism,though valid, “can properly be advanced” only if it meets the
requirementof total evidence. The latter part of the passagejust quoted seems
to suggestthat in Toulmin’s opinion the conclusion of a quasi-syllogism (in­
cludingits qualifier ‘probably’, ‘almost certainly’, etc.) can be unconditionally
assertedif that requirement is met. But then his allegedly nonrelative probability
statementswould seem to amount to elliptically stated relative probability
statementsreferring to the total evidence available; and on this construal, his
quasi-syllogismswould normally be invalid, as was shown in section 3. But,
aswehavenoted, Toulmin rejects the interpretation of his probability statements
asellipticand holds instead that the support which the total evidence gives to a
hypothesisprovides the best estimate of the probability of the hypothesis. But
thisleavesus with the question what it is that is supposedly estimated in this
manner;and, as was mentioned earlier, it remains obscure precisely what mean­
ingsToulminattributes to such locutions as ‘hisalmost ccrtain’, ‘hisprobable’, ‘the
probabilityof h’, and ‘the client's ‘real' chance of living to eighty?”

5. INCONSISTENCIESGENERATED BY ELEMENTARY INDUCTION
RULES

Letusnow turn to another classof presumptive induction rules that generate
inconsistencies.These rules are of special interest because they are widely thought
torepresentthe most elementary and fundamental modes of inductive reasoning:
we will therefore refer to them as "elementary induction rules."

28. Hempel,“Deducrivc-Nomological vs.Statistical Explanation,” section 11; "Aspects of
ScientificExplanation." section 3.

29. Toulmin, Ioc. cit., pp. 131, 132.
30. Toulmin, Ioc. cit., p. 140.
31. Toulmin, Ioc.cit, p. 71.
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Here are two examples, the first of which expresses the presumptive form
of inductive reasoning by simple enumeration:
(5.1) To argue from All examined instancesof A’s have beenB to All A's areB.”
(5.2) Ifamong the n observed instances of A’s, mhave been found to be instances

of B, expect that m/n A’s are B. Meanwhile, however, continue to search
for further instances of A and constantly modify the estimated ratio (tn/n)
as new data accumulate.33

Suppose now that in order to ascertain how a certain physical magnitude
y (e.g., the length of a metal bar) varies with another physical magnitude x (6.3-.
the temperature of the bar), the associated values of x and y have beenmeasured
in n cases: let (x1, yl), (x2, ya), . . ., (xn, y") be the pairs of associated values thus
established. Then the n points whose Cartesian coordinates are given by these
number pairs can be connected by infinitely many different curves C1,C2,' -"
each of which represents the values of y as a certain function of the valuesofx;
let us say, y = F1(x); y = F2(x); . . . Now let A be the class of all the pairsof
physically associated values of the magnitudes x and y; then, on our assumptions:
it is true to say:
(5.3) All of the n examined instances ofA's satisfy the formula ‘y = F106)
Hence, rule (5.1) directs us to infer the general law
(5.3a) All A’s satisfy the formula ‘y = F1(x)’.
But on our assumptions, it is equally true to say:
(5.4) All of the n examined instances ofA’s satisfy the formula ‘y = F205)
which by (5.1), yields the conclusion
(5.4a) All A’s satisfy the formula ‘y = F2(x)’;
and so forth.

Thus, on the basis of the same empirical data, namely, the n measurements
of physically associated values of x and y, the rule (5.1) yields infinitely many
different presumptive laws, each representing y as a certain mathematical function
of x. Furthermore, since no two of the considered functions are identical,there
are certain values ofx to which F1and F2,for example, assign differentvaluesoff;
hence, the generalizations (5.3a) and (5.4a) are logically incompatible with each
other; and so are any other two of the generalizations obtainable by meansof
5.1 .

( ')I'herule (5.2) yields inductive inconsistencies in the same way. To see thisiit
suffices to note that (5.2) yields (5.1) for the case where m = 11;but inconsistenacs
canalso be shown to arise when mis lessthan n.

Essentially the same argument applies to Reichenbach’s basicrule of induction:

9

9

32. M. Black, “The Inductive Support of Inductive Rules", p. 196.
33. M. Black, “‘Pragmatic'Justiiications of Induction", in M. Black, ProblemsofAnalysis,

p. 164.
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(5.5)If an section of n elements of a sequence xi is given, resulting in
thefrequencyf", and if, furthermore, nothing is known about the proba­
bilityof the second level for the occurrence of a certain limit p, we posit
thatthefrequencyf i(i> n) will approach a limit p withinf " j; 5 when the
sequenceis continued.“

Indeed,let the initial segment consist of our pairs (x1, yl), (x2, y,),. . ., (xn, y”)

obtainedby measurement. Among them, the relative frequency of those ex­
hibitingthe functional relationship P1 is 1; but so is the relative frequency of
thosepairsexhibiting the functional relationships F2, F3, and so forth. Hence,
assumingthatnothing isknown as yet about what Reichenbach calls second-level
probabilities,the rule directs us to posit that if the measurement of physically
associatedvaluesof x and y is continued beyond the initial 11cases, the proportion
ofpairsconforming to F1 will approach a limit which falls within 1—8; and

thatthesameistrue of the proportion of pairs conforming to F2,F3, and so forth.
Andthoughit is not the case that each of these limit statements is logically in­
compatiblewith each of the others, it can readily be seen that there still are
infmitelymany pairs of logically incompatible statements among the posits thus
obtained.Thus,rule (5.5), too, leads from true premises to a logically inconsistent
setof conclusions.

The inconsistencieshere noted are of significance also for the idea that all
inductivereasoningpresupposes a principle of the uniformity of nature which,
whenused as a supreme major premise, can turn inductive arguments into
deductiveor “quasi-deductive” ones.” It is well known that attempts to give a
suitableformulation of the principle in question encounter serious difficulties.
Thestatement,for example, that what has happened in the past will, under the
samecircumstances,happen again in the future, is clearly inadequate. If it is
understoodto require full identity of all attending circumstances, then the rule
isinapplicablesince the same circumstances simply do not recur; if sameness of
onlythe ‘relevant' circumstances is required, the principle is a truism, for any
apparentdeparturefrom it can then be attributed to a difference in some relevant
factornot recognized as such. A formulation which avoids these shortcomings
andwhich alsowould seem to express much more precisely the intent of the
uniformity principle is this:

34. H. Reichenbach. The TheoryofProbability (University of California Press, 1944),p. 446.
35. The idea,which is familiar from Mill’swork, has recently been advocated, for example,

by H. G. Alexander in his contribution to the symposium "Convention, Falsification and
Induction”in The Aristotelian Society,Supplementary Volume 34 (London, 1960). Alexander
stresses,however, that several such presuppositions are involved in inductive resaoning, and he
suggeststhat if these are taken into account, inductive reasoning in science would take a
“quasi-deductiveform: ‘Quasi-deductive’ because it is impossible to state these presuppos­
itionsin a completely precise form." (lac. cit, p. 140).
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(5.6) A generalization which has been borne out in all instances so far examined
will be borne out also in all further instances.

But this principle is self-contradictory. For when applied to our example,it
implies that all the pairs of physically associated values of x and y satisfythe form­
ula ‘y = F1(x)’, but also the formula ‘y = F2(x)’, and so forth, since then pairs
so far measured satisfy all of those formulas.

The method we used to generate inconsistencies by means of elementaryin­
duction rules is akin to that employed by Goodman in posing his “new riddleof
induction.”‘“5One of the examples characteristic of his approach is this: Suppose
that according to our total evidence at a certain time r, all emeralds that have

been examined so far (i.e., before I) are green. Then, according to standardcon­
ceptions of confirmation, the total evidence supports the generalization ’11:‘All
emeralds are green’. Now let ‘grue’ be a predicate that applies to objectsexamined
before t just in case they are green and to other objects just in casethey are blue.
Then, according to the total evidence at t, all emeralds observed so far aregrue;

hence, the total evidence also supports the generalization 112:‘All emeraldsare
grue’. But when applied to emeralds examined after t, the two hypothesesthus
supported yield the conflicting predictions that all those emeralds will begreen.
and that they will all be grue and hence blue. Goodman remarks: “Thus al­
though we are well aware which of the two incompatible predictions isgenuinely
confirmed, they are equally well confirmed according to our presentdefinition.37
He suggests that the total evidence germiner confirms hl rather than h2because
the former is a “lawlike statement” (i.e., has the characteristics of a law except
for possibly being false), whereas the latter is not; and because only a State’
ment that is lawlike is capable of receiving confirmation from its establishcd
instances. Thus, there arises the new riddle of induction, namely the problem
of stating clearly “what distinguishes lawlike or confirmable hypothesesfrom
accidental or non-confirmable ones."38 Goodman notes that only to the extent
that this problem is solved can we make a distinction between valid and invalid
inductive inferences; and he then outlines his “theory of projection” which dis—
tinguishes between confirmable and nonconfirmable hypotheses in termsof the
“entrenchment” of the predicates used in their formulation.39

While Goodman couches his discussion in terms of confirmation rules,

it is readily seen that his hypothesis-pairs can also be used to show that the
elementary induction rules mentioned above can lead from a consistentbody
of total evidence to an inconsistent set of conclusions: herein lies the affinity

36'. Sec N. Goodman, Fact, Fiction, and Forecast(Harvard University Press, 1955),pp. 735.
37. Goodman, lac. cit., p. 75.
38. Goodman, Ioc.cit., p. 80.
39. Goodman, lac.cit, chap. IV.
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betweenGoodman’s argument and the one we used at the beginning of the

presentsection.The latter, however, seems to add a new facet to the important
problemraised by Goodman. For one may well be inclined to agree that a
generalizationsuch as ‘All emeralds are grue' is not lawlike, and that its applic­
abilityto asyet unexamined cases is not attested to by its previously established
instances;but among the conflicting generalizations obtainable in the manner of
ourearlierexample,there are many which would seem to be equally lawlike, and
thusequallycapableof confirmation by their instances; and if this is so, then none
oftheseincompatible generalizations would be ruled out by restricting per­
missibleinductive conclusions to lawlike statements. (And indeed, Goodman’s
rulesarenot intended to arbitrate between well-confirmed but incompatible
lawlikehypotheses.)

Suppose,for example, that the pairs of associated values of x and y measured
sofarare:(0,—1); (1, 0) ; (2, 1). These satisfy the following generalizations, among
others:

(5.7) y=(x—1);y=(x—1)3;y=(x—1)5;...

= _’_‘. = _ a _’f.
y cosw<1 2),}! (x 1) cosrr(1 2),...

y=(x—1)‘cosw(1—g);..,

Eachof these pairwise incompatible generalizations represents, I think, a
perfectlygood lawlike statement, capable of confirmation by established in­
stances.Hence by restricting the use of our elementary induction rules to the
caseswhere the conclusion is a lawlike statement, we may well eliminate in­
ductiveinconsistenciesof the kind constructed by Goodman, but we will still
beleftwith inconsistent sets of hypotheses of the kind illustrated by (5.7).

In philosophicaldiscussions of the justifrability of inductive procedures,
rulesofthekind considered in this section are often treated as essentially adequate,
ifperhapssomewhatoversimplified, formulations of norms of inductive reason­
ing;‘°wenow see that the problem of justification does not even arise for those
elementaryinduction rules; for they lead into logical inconsistencies and thus
violatewhat surely is the very minimum requirement that any proposed rule
ofscientificprocedure must meet before the question of its justihcation can be
raised.

40. Black,for example. formulates his various rules of induction in order to provide a clear
characterizationof the principles or policies whose justifiability is in question; and Reichen—
bach'singeniousargument aimed at a justification of induction deals specificallywith his rule
consideredabove, which is held to represent the fundamental principle of inductive procedure.
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Are the inconsistencies here encountered attributable again to a violationof
the requirement of total evidence? At first glance, this seems implausible;for
the rules (5.1) and (5.2), as well as the principle (5.6), include what appears to bea
simple version of that requirement, namely, the proviso that the given in­
formation must cover all the instances so far examined; and rule (5.5)maybe
understood as presupposing that condition as well. And in the examplesjust
considered of contradictions generated by elementary induction rules,theproviso
in questio‘n was always assumed to be satisfied.

However, as is illustrated by the paradoxes of confirmation,“1 the concept
of the ‘instances’ of a nonsingular hypothesis is by no means as clear as it may
seem, and there are good reasons to think, therefore, that the requirementof
total evidence cannot be adequately expressed by the condition that the evidence
must include all the instances so far observed. And indeed, in reference to two

other examples constructed by Goodman, Carnap has argued that they doinvolve
a violation of the requirement of total evidence.42For the example mentioned
above, Carnap’s objection would take this form: In the case of the prediction
that the next emerald will be grue, moreis known than that the emeraldssofar
observed were all grue, i.e., that they were either examined before t and were
green or were not examined before I and were blue: it is known that theywere
all examined before 1‘.And failure to include this information in the evidence

violates the requirement of total evidence.
But an inductive logic constructed in accordance with Carnap’s conception

would avoid our inconsistencies for yet another reason: According to that
conception, as was pointed out in section 3 above, an inductive argument must
be construed asshowing that the information given in the evidence,whichforms
the premises, lends more or lessstrong inductive support to the conclusion;and
thus construed, inductive inference does not lend itself to the categoricalestab­
lishment of the conclusion even if the premises are known to be, or are acceptedas,
true statements. Hence, the possibility of positing or accepting incompatible
statements as the result of inductive inferences does not arise.

But perhaps, in an inductive logic thus conceived, the difficulty posedby the
inconsistencies would simply appear in a different form? For example, if the
information on the many emeralds observed so far shows them all to have been
both green and grue, does it not stand to reason that this information should

41. Cf. C. G. Hempel, "Studies in the Logic of Confirmation,” Mind 54: 1-26and 97.121
(1945); especially section 5. (Reprinted in this volume.)

42. Cf. N. Goodman, “A Query on Confirmation," Thejoumal ofPhilospohy43: 383.35
(1946); Carnap, “On the Application of Inductive Logic," section 3: and Goodman’s reply,
“On Infirmities of Confirmation Theory," Philosophyand PhenomenologicalResearch8: 149-51
(1947).
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conferahigh probability on each of the two incompatible predictions 'the first
emeraldexamined after t will be green' and ‘the first emerald examined after i
willbegrue'e Again, the answer is in the negative. For as a consequence of the
basicpostulatesfor inductive probability, the sum of the probabilities which a
logicallyconsistentset of statements—e.g., the total evidence at t—confers upon
twologicallyincompatible hypotheses is at most 1; hence, if one of the proba­
bilitiesiscloseto 1, the other must be close to O.

6. ON RULESOF RATIONAL DECISION AND BELIEF

Theelementaryinduction rules considered in the previous section construe
inductivereasoning as leading to the acquisition of new statements on the basis
ofgivenones.In this respect, they accord well with the familiar conception that
inductiveprocedures, at the common sense and at the scientific levels, lead to
theacceptanceof certain empirical hypotheses on the basis of evidence that gives
themmore or less strong, but not, as a rule, logically conclusive, support. The
bodyof scientificknowledge at a given time would then be represented by the
setof all statements accepted by science at that time. Membership in this set
wouldbe granted to a hypothesis, however well confirmed, only until further
notice,i.e., with the understanding that the privilege may be withdrawn if
evidenceunfavorable to the hypothesis should appear in the future.

Therejectionof our elementary induction rules thus naturally suggests the
questionwhether there is not some consistent alternative way of construing this
conceptionof scientific knowledge and, more specifically, the notion of rules
authorizingthe addition of sufficiently supported “new” empirical hypotheses
to the set of previously accepted ones. This question clearly belongs to what
Carnapcalls the methodology of induction: it concerns the application of
inductivelogic to the formation of rational beliefs. It seems of interest, therefore,
toinquirewhether the question might not be treated as a special case of another,
verygeneral,problem of application which has received a great deal of attention
inrecentyears,namely, the problem of formulating rules for rational choice or
decisionin the face of several alternatives: the acceptance of a hypothesis might
thenbeconstruableas a caseof theoretical choice between alternative hypotheses.

The problem of rational decision rules has recently been dealt with in the
statisticaltheory of decision—makingand the theory of games, which do not
makeuseof the concept of inductive probability, and it has also been investigated
fromthe point of view of inductive logic. Here, I will limit myself to a brief
considerationof Carnap’s approach to the question. On the assumption that a
systemof inductive logic in Carnap’s sense is available, the problem of rational
choicecan be posed in the following schematic form: An agent X has to choose
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one out of n courses of action, A1, A2,. . ., A", which, on his total evidencee,
logically exclude each other and jointly exhaust all the possibilitiesopen to him.
The agent contemplates a set 01, 02,. . ., Om of different possible "outcomes"
which, on e, are mutually exclusive and jointly exhaustive (i.e., e logicallyimplies
that exactly one of these outcomes will come about). Then, for any one of those
actions, say A], and any one of those outcomes, say 0*, the given systemof
inductive logic determines a probability for the hypothesis that, given e, A].will
lead to the outcome Ok. Indeed, if aj and okare statements describing A}.and 0,,
respectively, that probability is given by c (0k,e . a).

What course of action it is rational for X to choose in the given circumstances
will depend, of course, on what his objectives are; or, putting it more broadly.
what value or disvalue he attaches to the various outcomes that might occuras
a result of his action. In many theoretical studies of rational decision-making.
and in particular in Carnap’s treatment of the problem, it is assumedthat the
values and disvalues in question can be represented by a quantitative conceptof
utility, i.e., a function u assigning to each possible outcome Okareal number
u(Ok), or briefly uk, which indicates the utility of outcome Okfor X.The taskof
specifying operational criteria for this concept ofutility—i.e., in effect,ofspecify­
ing methods of measuring the utilities of possible outcomes (which may be very
complex) for a given person—raises difficult problems, which have been the
object of much theoretical and experimental work in recent years;“3in thepresent
context however, we need not enter into these issues.

The problem to be solved now callsfor the formulation of a general decision
rule such that, given any e and any set of Aj and 0,, which meet the conditions
mentioned above, and given also the utilities attached to the Ok, the rule will
determine which of the available courses of action it is rational to adopt in thC
given circumstances. Carnap adopts a rule which directs the agent to choosean
action which offershim the highest expectation of utility. The expectationvalue,
or the probability-estimate, of the utility associated with action A].isgivenby the
formula

(6.1) u'(Aj, e) = C(Ol,e ' a!) - u, + . . . + C(Om,e - aj) - um,

and Carnap's rule may be stated as follows:
(6.2) Rule of maximizing the estimated utility: In the specified circumstances,

choose a course of action for which the estimate of the resulting utilityis

43. For details and further bibliographic references see, for example, Carnap, Logical
Foundationsqurobability. section 51;}. von Neumann and O. Morgenstern, Theoryof Games
and EconomicBehavior(Princeton University Press, 2nd ed., 1947); L]. Savage, The Foundations
of Statistics(New York, Wiley, 1954), chap. 5; R. D. Luce and H. Raiffa, Games and Decisions
(New York, Wiley, 1957). chap. 2; R. B. Braithwaite, ScientificExplanation (Cambridge Uni­
versity Press. 1953), chap. VII.
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a maximum, i.e., is not exceeded by the utility estimates associatedwith
anyof the alternative courses of action.“

In an attempt to apply this maxim to the problem of acceptance rules for
scientifichyp0theses, let us suppose now that a scientist has at his disposal the
setofallstatementsaccepted by science at the time, which we may assume to be
expressedin the form of one complicated sentence e; that he has invented, or has
beenpresentedwith, a set of n hypotheses, hl, ha, . . ., h", which, on e, are pairwise
incompatiblewhile jointly exhausting all possibilities (i.e., e logically implies
thenegationof the conjunction of any two of the hypotheses, as well as the
disjunctionofallof them) ; and that he has to choose one from among the follow­
ingn + 1 courses of action: To accept h, and add it to e; . . .; to accept h" and
addit to e; to accept none of the n hypotheses and thus to leave e unchanged.
Theproblemis to construct a rule that will determine which choice it is rational
to make.Clearly, this approach to the problem of rules for rational inductive
acceptancedoes not involve the kind of narrowly inductivist conception of
scientificresearch which, though hardly espoused nowadays, has been made a
flogginghorse by some writers on scientific procedure; more specifically, we
arenot envisaging a rule which, given some empirical evidence, will make it
possibleinductively to infer “the,” or even a, hypothesis or theory that will
accountfor, or explain, the given evidence. Rather, it is assumed here that
severalrivalhypotheses have been proposed; the invention of such hypotheses
requires,in general, scientific inventiveness and, in important cases,great genius;
it cannotbe achieved by the use of mechanical induction rules. The inductive

problemhere considered is rather that of deciding, on the available evidence—
whichmay include the results of extensive tests—which, if any, of the proposed
hypothesesis to be accepted and thus to be added to the corpusof scientific
knowledge.

Now, Carnap’s decision principle (and analogously also such policies as
theminimaxprinciple developed in the theory of games and statisticaldecisions“)

requires,asa basisfor a rational decision, a specification both of the total evidence
andof the utilitiesattached to the various possible outcomes of the contemplated
actions.In our case, the possible outcomes may be described as: enlarging e by h1
where IIIis true; enlarging e by [11where 111is false; . . .; enlarging e by h"where h"
is true; enlarging e by h" where h,. is false; leaving e unchanged. What utilities
arewe to assignto these outcomess This much is clear: the utilities should reflect
thevalueor disvalue which the different outcomes have from the point of view

of pure scientificresearch rather than the practical advantages or disadvantages

44. Cf. Carnap, Logical Foundations of Probability, p. 269.
45. Cf. Camap's remarks in section 98 of LogicalFoundation: ofProbability,and the literature

lined in note 43.
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that might result from the application of an accepted hypothesis, according as
the latter is true or false. Let me refer to the kind of utilities thus vaguely charac­
terized as purely scientific, or epistemic, utilities.

Construing the proverbial “pursuit of truth” in science as aimedat the estab­
lishment of a maximal system of true statements, we might try as a first step
to measure the utility of adding a hypothesis it to e in terms of the strength of
that part of the information contained in h which isnot contained in e,and which
thus goes beyond what has been previously established. This new information
contained in h is expressed by the sentence h v —-e. For it is equivalent to (h Ve)'
(h v — e); the first of the two conjoined sentences follows from h as well as
from eand thus represents information given by h as well asby e; the secondof the
conjoined sentences follows from h and thus expresses part of the information
given by h, but it has no content in common with e since its disjunction with eis
a logical truth.

To represent the amount, or the strength, of the information given by a
sentence, we use the concept of a contentmeasurefor the sentences of a (suitably
formalized) language L. By such a content measure, we understand any function
m which assignsto every sentence 5 of L a number m(s) in such a way that
m (s) is a number in the interval from 0 to 1, inclusive of the endpoints; (ii) m(5)
=1 ifs is logically false (self-contradictory); (iii) if 51and 52have no common
content—i.e., if the sentence 51 v 52,which expresses their common content, is a
logical truth—then m(sl.s2) = m(sl) + m(sz); (iv) if 51and 52are logically equiv­
alent then m(sl) = 111(52).Content measures in this sense can readily be constructed
for certain kinds of formalized language.“

Suppose now that mis a content measure for a formalized language of empiri­
cal science. Then we might tentatively set the utility of adding it to e equal to
m(h v — e) if I: is true, and equal to — m(h v — e) if h is false. More generally.
taking account of the principle of diminishing marginal utility, we might set
the utility of adding itto edirectly proportional to the amount of new information
provided by h, or to the negative value of that amount, according as h is true
or false; and inversely proportional to the amount of information alreadycon­
tained in e. This would yield the following definition:
(6.3) Relative—contentmeasure of purer scientific utility: The purely scientific

utility of adding it to e is k.m(h v — e)/m(e)when I: is true, and the negative
of this value when it is false; k being some positive constant.

46. For specificexamples sec C. G. Hempel and P. Oppenheim, “Studies in the Logic of
Explanation," Philosophyof Science15: 135-75(1948) (reprinted in this volume), especiallysec­
tionsBand 9; and R. Carnap and Y. Bar-Hillel, “An Outline of a Theory of SemanticInfor­
mation,” MassachusettsInstitute of Technology, ResearchLaboratory of Electronics. Technical
Report No. 247 (1952). As background, see also Carnap, Logical Foundations of Probability,
section 73.
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It canbe shown" that if this utility measure is adopted—no matter which
ofthemanypossible measure functions m might be—then Carnap’s principle
of maximizingthe estimated utility yields the following decision rule for
thecase,characterized above, of a Choice between the n + 1 alternatives of

accepting[11,.. ., accepting h”, and accepting none of the alternative hypotheses:

(6.4)Acceptancerule based on relative—content measure of utility.

Ofthenhypotheses, at most one can have a probability on e which exceeds
i; if thereis one, accept it. Otherwise, there may be at most two hypo­
theseswith a probability of l; in this case, accept one of these, or, alter­
natively,accept none of the n hypotheses. Finally, if each of the n hypo­
theseshas a probability of less than l on e, accept none of them. (In the
first case, the estimated utility will be positive, in all other cases,
zero.)

Thus,if epistemicutility is construed in the manner of (6.3), then Camap's
generalprincipleof maximizing the estimated utility yields a rule which makes
theacceptanceof one or none of the n rival hypotheses depend solely on the
probabilitieswhich these hypotheses possess on the total evidence e. This rule
cannotlead into inductive inconsistencies since the accepted hypothesis must
havea probabilityof at least i on the total evidence and thus cannot be incom­
patiblewith the latter: and the total evidence, it will be recalled, represents in
ourcasethesetof all statements accepted in science at the time. Nevertheless, rule
(6.4)is unsatisfactory; in particular, it is much too lenient to be suitable as a
generalrule of scientific procedure. This must not be taken to prove, however,
thatCamap'srule for rational choice simply cannot yield a reasonable acceptance
rulefor scientifichypotheses: quite likely, our crude definition of epistemic
utility is at fault.

Andindeed,apart from providing true or false new information, the addition
ofahypothesisIt to e has other aspects which are of importance to pure science,
andwhichhave to be taken into account in an attempt to define a concept of
purelyscientificutility. For example, if It has the character of a general law or
of a theoreticalprinciple, its explanatory power with respect to relevant data
includedin ewill strongly influence the potential utility of accepting h. A closely
relatedfactor would no doubt be the gain in logical simplicity which would
accrueto the total system of accepted statements as a result of incorporating h
intoit. Iffactors such as these are to be taken into account they will have to be
givenclearand precise definitions. Some initial steps towards this end have been

47. The proof, which will be omitted here, is a generalization of the argument used to
atablisha morelimited result in section 12of my essay"Deductive-Nomological vs. Statistical
Explanation."
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taken in recent years,48but a great deal of further work is needed if a reasonably
adequate general concept of epistemic utility is to be attained.

The approach just outlined to the problem of inductive acceptancerules
construes the formation of rational empirical belief and the establishmentof
scientific knowledge as involving the use of certain inductive principleswhich,
under specified conditions, authorize the (provisional) acceptance of a hypothesis
on a given body of total evidence, rather than simply determine its degreeof
confirmation. As an alternative, it would be interesting to investigate possible
ways of construing the logic of rational beliefand of scientificknowledge without
assuming acceptance rules. The only inductive principles invoked in sucha con­
strual would then be, broadly speaking, probabilistic in character; for example,
they might be inductive rules of the kind envisaged by Carnap and might take
such forms as (3.4) and 3.5) ;"9 or they might be of some different character,
perhaps in accordance with statistical decision theories.

In fact, it has recently been argued, especially by writers on statisticaldecision
procedures and on the theory of games, that it makes no clear senseto speakof
the acceptance of a scientific hypothesis per so, without specification of a course
of action to be based on it; and that, in particular, what in decision theory is
referred to as the acceptance of a given hypothesis always amounts to the adop­
tion of a certain course of action. On this view, one would have to construethe
notion of scientific knowledge without using the idea of acceptance at all; 0f.
at best, one would have to construe acceptance as a pragmatic concept that has
no counterpart in the logic of science. However, asIhave tried to show elsewhere,50
this view, though supported by some very plausible arguments, facesdifficulties
of its own.51

At present, it seems to me an open question whether the idea of inductive
acceptance of ahypothesis in pure sciencecanbe given aclear and methodologically
illuminating eonstrual, and correlatively, whether there are any good reasons

48. For a definition of the explanatory power of hypotheses expressible in certain simple
kinds of formalized languages, see Hempel and Oppenheim, loc. cit., sections 8 and 9. On
the subject of simplicity in the sense here referred to, see K. Popper, The Logic of Scientific
Discovery (London: Hutchinson, 1959), chap. VII and passim; and cf. also the lucid discussion
and tentative explication in S. Barker. Inductionand Hypothesis, where further bibliographic
references, especially to the work of Kemeny, will be found.

49. In this connection, cf. Carnap's remarks in Logical Foundations of Probability, p. 206.
50. Cf. Hempel. "Dcductive-Nomological vs. Statistical Explanation," section 12.
51. The considerations here outlined seem to me to cast doubt upon the view that the

question "whether to accepta certain hypothesis- whether to believeit - is . . . easier to answer
than the question of whether to act upon it". This view is set forth by R. Chisholm in his book
Perceiving:A PhilosophicalStudy (Cornell University Press. 1957), pp. 10-11 (author's italics).
Part I of this book, entitled “The Ethics of Belief," contains many illuminating observationson
issues discussed in the present essay.
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forpreservingthe familiar notion of scientific induction rules that authorize
theacceptanceof a hypothesis on the basis of suitable evidence. For the further
clarificationof these issues, it will be necessary to elaborate more fully and pre­
ciselythe alternative conceptions of scientific knowledge briefly considered
inthissection:and this calls for additional philosophical analysis in Carnap's
sense,aimed at a logical explication52 of the concepts central to the problem.

52- Sce Caz-nap,Logical Foundation: of Probability. ChaP' 1°





3.SCIENCE AND

HUMAN VALUES

1. THE PROBLEM

UR AGE is often called an age of science and of scientific technology,
Oand with good reason: the advances made during the past few centuries
bythenaturalsciences,and more recently by the psychological and sociological
disciplines,have enormously broadened our knowledge and deepened our
understandingof the world we live in and of our fellow men; and the practical
applicationofscientificinsights is giving us an ever increasing measure of control
overtheforcesof nature and the minds of men. As a result, we have grown quite
accustomed,not only to the idea of a physico-chemical and biological tech­
nologybasedon the results of the natural sciences, but also to the concept, and
indeedthe practice,of a psychological and sociological technology that utilizes
thetheoriesand methods developed by behavioral research.

Thisgrowth of scientific knowledge and its applications has vastly reduced
thethreatof some of man’s oldest and most formidable scourges, among them
famineand pestilence; it has raised man’s material level of living, and it has put
withinhisreach the realization of visions which even a few decades ago would
haveappearedutterly fantastic, such as the active exploration of interplanetary
space.

Butin achieving these results, scientific technology has given rise to a host
ofnewandprofoundly disturbing problems: The control of nuclear fission has
broughtusnot only the comforting prospect of a vast new reservoir of energy,

Thisarticlefirst appeared in R. E. Spiller (ed.), Social Control in a Free Society. Philadelphia:
Universityof Pennsylvania Press, 1960, pp. 39-64. It is here reprinted, with some deletions and
someadditions,by the kind permission of the University of Pennsylvania Press.
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but also the constant threat of the atom bomb and of grave damage,tothepresent
and to future generations, from the radioactive by-products of the fissionprocess.
even in its peaceful uses. And the very progress in biological and medicalknowl­
edge and technology which has so strikingly reduced infant mortalityandin­
creased man’s life expectancy in large areas of our globe has signihcantlycon­
tributed to the threat of the “population explosion," the rapid gIOWthofthe
earth's population which we are facing today, and which, again, is a matterof
grave concern to all those who have the welfare of future generationsatheart.

Clearly, the advances of scientific technology on which we pride ourselves.
and which have left their characteristic imprint on every aspectof this“age0f
science,” have brought in their train many new and grave problemswhiCh
urgently demand a solution. It is only natural that, in his desire tocopewiththcsc
new issues, man should turn to science and scientific technology for furtherhelp.
But a moment's reflection shows that the problems that need to be dealtwith
are not straightforward technological questions but intricate Complexesof
technological and moral issues. Take the case of the population explosion,for
example. To be sure, it does pose specific technological problems. One ofth¢5c
is the task of satisfying at least the basic material needs of a rapidly growing
population by means of limited resources; another is the question of meansby
which population growth itself may be kept under control. Yet thesetechnical
questions do not exhaust the problem. For after all, even now we haveat our
disposal various ways of counteracting population growth; but someof these.
notably contraceptive methods, have been and continue to be the subjectof
intense controversy on moral and religious grounds, which shows that an aide“
quate solution of the problem at hand requires, not only knowledge of technical
means of control, but also standards for evaluating the alternative meansat 0“I
disposal; and this second requirement clearly raises moral issues.

There is no need to extend the list of illustrations: any means of technical
control that science makes available to us may be employed in many different
ways, and a decision as to what use to make of it involves us in questionsofmoral
valuation. And here arises a fundamental problem to which I would now like
to turn: Can such valuational questions be answered by means of the objectch
methods of empirical science, which have been so successful in giving usreliable.
and often practically applicable, knowledge of our world? Can those methods
serve to establish objective criteria of right and wrong and thus to providevalid
moral norms for the proper conduct of our individual and socialaffairs:

2. SCIENTIFIC TESTING

Let us approach this question by considering first, if only in brief and sketchy
outline, the way in which objective scientific knowledge is arrived at. We may
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leaveasidehere the question of ways of discovery; i.e., the problem of how a new
scientificideaarises,how a novel hypothesis or theory is first conceived; for our
purposesit will suffice to consider the scientific ways of validation,' i.e., the manner
inwhichempirical science goes about examining a proposed new hypothesis
anddetermineswhether it is to be accepted or rejected. I will use the word
‘hypothesis'here to refer quite broadly to any statements or set of statements in
empiricalscience, no matter whether it deals with some particular event or
purportsto set forth a general law or perhaps a more or less complex theory.

Asiswellknown, empirical science decides upon the acceptability of a pro­
posedhypothesisby means of suitable tests. Sometimes such a test may involve
nothingmore than what might be called direct observation of pertinent facts.
Thisproceduremay be used, for example, in testing such statements as “It is
rainingoutside,” “All the marbles in this urn are blue," “The needle of this
ammeterwill stop at the scale point marked 6," and so forth. Here a few direct
observationswill usually suffice to decide whether the hypothesis at hand is to be
acceptedas true or to be rejected as false.

Butmostof the important hypotheses in empirical science cannot be tested
inthissimplemanner. Direct observation does not suffice to decide, for example,
whetherto accept or to reject the hypotheses that the earth is a sphere, that
hereditarycharacteristics are transmitted by genes, that all Indo—European
languagesdeveloped from one common ancestral language, that light is an
electromagneticwave process, and so forth. With hypotheses such as these,
scienceresortsto indirect methods of test and validation. While these methods

varygreatlyinprocedural detail, they all have the same basic structure and ration­
ale.First,from the hypothesis under test, suitable other statements are inferred
whichdescribecertain directly observable phenomena that should be found to
occurunderspecifiablecircumstances if the hypothesis is true; then those inferred
statementsaretested directly; i.e., by checking whether the specified phenomena
doinfactoccur; finally, the proposed hypothesis is accepted or rejected in the
lightof the outcome of these tests. For example, the hypothesis that the earth
issphericalin shape is not directly testable by observation, but it permits us to
inferthata shipmoving away from the observer should appear to be gradually
droppingbelow the horizon; that circumnavigation of the earth should be
possibleby following a straight course; that high-altitude photographs should
showthecurving of the earth’s surface; that certain geodetic,and astronomical
measurementsshould yield such and such results; and so forth. Inferred state­

mentssuchasthese can be tested more or less directly; and as an increasing num­
berandvarietyof them are actually borne out, the hypothesis becomes increas­
inglyconfirmed. Eventually, a hypothesis may be so well confirmed by the
availableevidencethat it is accepted as having been established beyond reasonable
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doubt. Yet no scientific hypothesis is ever proved completely and definitively;
there is always at least the theoretical possibility that new evidence will be dis­
covered which conflicts w-ithsome of the observational statements inferredfrom

the hypothesis, and which thus leads to its rejection. The history of science
records many instances in which a once accepted hypothesis was subsequently
abandoned in the light of adverse evidence.

3. INSTRUMENTAL JUDGMENTS OF VALUE

We now turn to the question whether this method of test and validationmay
be used to establishmoral judgements of value, and particularlyjudgments to the
effect that a specified course of action is good or right or proper, or that it is
better than certain alternative courses of action, or that we ought—or oughtnot—­
to act in certain specified ways.

By way of illustration, consider the view that it is good to raise children
permissiver and bad to bring them up in a restrictive manner. It might seem
that, at least in principle, this View could be scientifically confirmed by appro'
priate empirical investigations. Suppose, for example, that careful researchhad
established (1) that restrictive upbringing tends to generate resentment and
aggression against parents and other persons exercising educational authority.
and that this leads to guilt and anxiety and an eventual stunting of the child's
initiative and creative potentialities; whereas (2) permissive upbringing avoid5
these consequences, makes for happier interpersonal relations, encourages
resourcefulness and self-reliance, and enables the child to develop and enjoy his
potentialities. These statements, especiallywhen suitably amplified, comewithin
the purview of scientific investigation; and though our knowledge in thematter
is in fact quite limited, let us assume, for the sake of the argument, that theyhad
actually been strongly confirmed by careful tests. Would not scientificresearch
then have objectively shown that it is indeed better to raise children in a per­
missive rather than in a restrictive manner?

A moment’s reflection shows that this is not so. What would have been

established is rather a conditional statement; namely, that our childrenareto
become happy, emotionally secure, creative individuals rather than guilt­
ridden and troubled souls then it is better to raise them in a permissive than ina
restrictive fashion. A statement like this represents a relative, or instrumental,
judgment ofvalue.Generally, a relative judgment of value states that a certainkind
of action, M, is good (or that it is better than a given alternative M1)a specified
goal G is to be attained; or more accurately, that M is good, or appropriate, for
the attainment of goal G. But to say this is tantamount to asserting either that,
in the circumstances at hand, course of action M will defmitely (or probably)
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leadtotheattainmentof G, or that failure to embark on course of action M will

definitely(or probably) lead to the nonattainment of G. In other words, the
instrumentalvaluejudgment asserts either that M is a (definitely or probably)
sufficientmeans for attaining the end or goal G, or that it is a (definitely or

probably)necessarymeans for attaining it. Thus, a relative, or instrumental,
judgmentofvaluecan be reformulated as a statement which expresses a universal
oraprobabilistickind of means-ends relationship, and which contains no terms
ofmoraldiscourse—suchas ‘good,’ ‘better,’ ‘ought to'— at all. And a statement
ofthiskindsurelyis an empirical assertion capable of scientific test

4.CATEGORICALjUDGMENTS OF VALUE

Unfortunately,this does not completely solve our problem; for after a relative
judgmentofvaluereferring to a certain goal G has been tested and, let us assume,
wellconfirmed,we are still left with the question of whether the goal G ought
tobepursued,or whether it would be better to aim at some alternative goal
instead.Empiricalscience can establish the conditional statement, for example,
thatifwewishto deliver an incurany ill person from intolerable suffering, then
alargedoseof morphine affords a means of doing so; but it may also indicate
waysofprolonging the patient's life, if also his suffering. This leaves us with the
questionwhetherit is right to give the goal of avoiding hopeless human suffering
precedenceover that of preserving human life. And this question calls, not for a
relativebut for an absolute,or categorical,judgmcnt of value to the effect that a certain
stateofaffairs(which may have been proposed as a goal or end) is good, or that
itisbetterthan some specified alternative. Are such categorical value judgments
capableof empirical test and confirmation?

Consider,for example, the sentence “Killing is evil." It expresses a categorical
judgmentof value which, by implication, would also categorically qualify
euthanasiaasevil. Evidently, the sentence does not express an assertion that can
bedirectlytestedby observation; it does not purport to describe a directly observ­
ablefact. Can it be indirectly tested, then, by inferring from it statements
to the effect that under specified test conditions such and such observable
phenomenawill occur? Again, the answer is clearly in the negative. Indeed,
the sentence ‘Killing is evil’ does not have the function of expressing an
assertionthat can be qualified as true or false; rather, it serves to express a
standardfor moral appraisal or a norm for conduct. A categorical judgment of
valuemay have other functions as well; for example, it may serve to convey
theutterer’sapproval or disapproval of a certain kind of action, or his commit­
mentto the standards of conduct expressed by the value judgment. Descriptive
empiricalimport, however, is absent; in this respect a sentence such as “Killing
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isevil’ differs strongly from, say, ‘Killing iscondemned as evil by many religions.
which expresses a factual assertion capable of empirical test.

Categorical judgements of value, then, are not amenable to scientifictest

and confirmation or disconfirmation; for they do not express assertionsbut
rather standards or norms for conduct. It was Max Weber, I believe,who expres­
sed essentially the same idea by remarking that science is like a map: it cantell
us how to get to a given place, but it cannot tell us where to go. GunnarMyrdal.
in his book An American Dilemma (p. 1052), stresses in a similar vein that “factual

or theoretical studies alone cannot logically lead to a practical recommendation.
A practical or valuational conclusion can be derived only when there is at least
one valuation among the premises."

Nevertheless, there have been many attempts to base systems of m0f31
standards on the findings of empirical science; and it would be of interestto
examine in some detail the reasoning which underlies those procedures.In the
present context, however, there is room for only a few brief remarks on thiS
subject.

It might seem promising, for example, to derive judgments of valuefrom
the results of an objective study of human needs. But no cogent derivationof
this sort is possible. For this procedure would presuppose that it is right, or good,
to satisfy human needs—and this presupposition is itself a categoricaljudgmentof
value: it would play the role of a valuational premise in the senseof Myt'dal’S
statement. Furthermore, since there are a great many different, and partly
confiicting, needs of individuals and of groups, we would require not just the
general maxim that human needs ought to be satisfied, but a detailed set of
rules as to the preferential order and degree in which different needs are to be
met, and how conflicting claims are to be settled; thus, the valuational premise
required for this undertaking would actually have to be a complex systemof
norms; hence, a derivation of valuational standards simply from a factualstudy
of needs is out of the question.

Several systems of ethics have claimed the theory of evolution as their
basis; but they are in serious conHict with each other even in regard to theirmost
fundamental tenets. Some of the major variants are illuminatineg surveyedin
a chapter of G. G. Simpson's book, The Meaning qfEvolution. One type, which
Simpson calls a “tooth-and-claw ethics," glorifies a struggle for eidstencethat
should lead to a survival of the fittest. A second urges the harmonious adjustment
of groups or individuals to one another so as to enhance the probability of their
survival, while still other systems hold up as an ultimate standard the increased
aggregation of organic units into higher levels of organization, sometimeswith
the implication that the welfare of the state is to be placed above that of the
individuals belonging to it. It is obvious that these confiicting principles could
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nothavebeenvalidly inferred'from the theory of evolution—unless indeed that
theorywere self-contradictory, which does not seem very likely.

Butif sciencecannot provide us with categorical judgments of value, what
thencanserveas a source of unconditional valuationse This question may either
beunderstoodin a pragmatic sense, as concerned with the sources from which
humanbeingsdo in fact obtain their basic values. Or it may be understood as
concernedwith a systematic aspect of valuation; namely, with the question
whereapropersystem of basic values is to be found on which all other valuations
maythenbe grounded.

The pragmatic question comes within the purview of empirical science.
Withoutentering into details, we may say here that a person’s values—both
thosehe professesto espouse and those he actually conforms to—are largely
absorbedfrom the society in which he lives, and especially from certain influen­
tialsubgroupsto which he belongs, such as his family, his schoolmates, his
associateson the job, his church, clubs, unions, and other groups. Indeed his
valuesmayvary from case to case depending on which of these groups dominates
thesituationin which he happens to find himself. In general, then, a person's
basicvaluationsare no more the result of careful scrutiny and critical appraisal
ofpossiblealternatives than ishis religious affiliation. Conformity to the standards
ofcertaingroupsplays a very important role here, and only rarely are basic values
seriouslyquestioned. Indeed, in many situations, we decide and act unreflectively
inanevenstronger sense; namely, without any attempt to base our decisions on
somesetof explicit, consciously adopted, moral standards.

Now,it mightbe held that this answer to the pragmatic versionof our question
reflectsa regrettable human inclination to intellectual and moral inertia; but
thatthereallyimportant side of our question is the systematic one: Ifwe do want
tojustifyourdecisions,we need moral standards of conduct of the unconditional
type—buthow can such standards be established? If science cannot provide cate­
goricalvaluejudgments, are there any other sources from which they might
beobtained?Could we not, for example, validate a system of categorical judg­
mentsof valueby pointing out that it represents the moral standards held up by
theBible,or by the Koran, or by some inspiring thinker or social leader? Clearly,
thisproceduremust fail, for the factual information here adduced could serve
tovalidatethe value judgments in question only if we were to use, in addition,
a valuationalpresupposition to the effect that the moral directives stemming
fromthe source invoked ought to be complied with. Thus, if the process of
justifyinga given decision or a moral judgment is ever to be completed,certain
judgmentsof value have to be accepted without any further justification, just
astheproofofa theorem in geometry requires that some propositions be accepted
aspostulates,without proof. The quest for a justification of all our valuations
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overlooks this basic characteristic of the logic of validation and ofjustification.
The value judgments accepted without further justification in a given context
need not, however, be accepted once and for all, with a commitment neverto
question them again. This point will be elaborated further in the finalsectionof
this essay.

As will hardly be necessary to stress, in concluding the present phaseofour
discussion, the ideas set forth in the preceding pages do not imply or advocate
moral anarchy; in particular, they do not imply that any system of valuesisjust
as good, or just as valid, as any other, or that everyone should adopt the moral
principles that best suit his convenience. For all such maxims have the characttrr

of categorical value judgments and cannot, therefore, be implied by the pre­
ceding considerations, which are purely descriptive of certain logical,psycho­
logical, and social aspects of moral valuation.

5. RATIONAL CHOICE: EMPIRICAL AND VALUATIONAL
COMPONENTS

To gain further insight into the relevance of scientific inquiry for categorical
valuation let us ask what help we might receive, in dealing with a moralproblem.
from science in an ideal state such as that represented by Laplace’sconceptionof
a superior scientific intelligence, sometimes referred to as Laplace’sdemon.
This fiction was used by Laplace, early in the nineteenth century, to givea vivid
characterization of the idea of universal causal determinism. The demonis

conceived as a perfect observer, capable of ascertaining with infinite speed
and accuracy all that goes on in the universe at a given moment; he is alsoan
ideal theoretician who knows all the laws of nature and has combined theminto

one universal formula; and finally, he is a perfect mathematician who, by means
of that universal formula, is able to infer, from the observed state of the universe

at the given moment, the total state of the universe at any other moment; thus
past and future are present before his eyes. Surely, it is difficult to imagine that
science could ever achieve a higher degree of perfection!

Let us assume, then, that, faced with a moral decision, we are able to callupon
the Laplacean demon as a consultant. What help might we get from him?
Suppose that we have to choose one of several alternative courses of actionopen
to us, and that we want to know which of these we oughtto follow. The demon
would then be able to tell us, for any contemplated choice, what its consequences
would be for the future course of the universe, down to the most minute detail,
however remote in space and time. But, having done this for each of the alter­
native courses of action under consideration, the demon would have completed
his task: he would have given us all the information that an ideal sciencemight
provide under the circumstances. And yet he would not have resolved our moral
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problem,for this requires a decision as to which of the several alternative sets of
consequencesmapped out by the demon as attainable to us is the best; which of
themweought to bring about. And the burden of this decision would still fall
uponourshoulders:it is we who would have to commit ourselves to an uncon­
ditionaljudgmentof value by singling out one of the sets of consequences as
superiorto its alternatives. Even Laplace’s demon, or the ideal science he stands
for,cannotrelieve us of this responsibility.

Indrawingthis picture of the Laplacean demon as a consultant in decision­
making,I have cheated a little; for if the world were as strictly deterministic
asLaplace’sfretion assumes, then the demon would know in advance what
choicewewere going to make, and he might disabuse us of the idea that there
wereseveralcoursesof action open to us. However that may be, contemporary
physicaltheory has cast considerable doubt on the classical conception of the
universeasa strictly deterministic system: the fundamental laws of nature are
nowassumedto have a statistical or probabilistic rather than a strictly universal,
deterministic,character.

Butwhatevermay be the form and the scope of the laws that hold in our
universe,wewillobviously never attain a perfect state of knowledge concerning
them;confrontedwith a choice, we never have more than a very incomplete
knowledgeof the laws of nature and of the state of the world at the time when
wemustact. Our decisions must therefore always be made on the basis of in­
completeinformation, a state which enables us to anticipate the consequences of
alternativechoicesat best with probability. Science can render an indispensable
serviceby providing us with increasingly extensive and reliable information
relevantto our purpose; but again it remains for us to evaluate the various
probablesetsof consequences of the alternative choices under consideration.
Andthisrequires the adoption of pertinent valuational standards which are
notobjectivelydetermined by the empirical facts.

Thisbasicpoint is reflected also in the contemporary mathematical theories
ofdecision-making.One of the objectives of these theories is the formulation
ofdecisionrules which will determine an optimal choice in situations where
severalcoursesof action are available. For the formulation of decision rules,

thesetheoriesrequire that at least two conditions be met: (1) Factual information
mustbe provided specifying the available courses of action and indicating for
eachof theseits different possible outcomes—plus, if feasible, the probabilities
oftheiroccurrence;(2) there must be a specification of the values—often prosai­
callyreferredto as utilities—that are attached to the different possible outcomes.
Onlywhenthesefactual and valuational specifications have been provided does
itmakesenseto ask which of the available choices is the best, considering the
valuesattaching to their possible results.
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In mathematical decision theory, several criteria of optimal choicehavebeen
proposed. In case the probabilities for the different outcomes of eachactionare

given, one standard criterion qualifies a choice as optimal if the probabilistically
expectable utility of its outcome is at least as great as that of any alternative
choice. Other rules, such as the maximin and the maximax principles,providc
criteria that are applicable even when the probabilities of the outcomesarenot
available. But interestingly, the various criteria conflict with each other inthf

sense that, for one and the same situation, they will often select differentchoices
as optimal.

The policies expressed by the conflicting criteria may be regarded asreflecting
different attitudes towards the world, different degrees of optimism orpessimism,
of venturesomcness or caution. It may be said therefore that the analysisoffered
by current mathematical models indicates two points at which decision-making
calls not solely for factual information, but for categorical valuation, namely.
in the assignment of utilities to the different possible outcomes and in theadop­
tion of one among many competing decision rules or criteria of optimalchoice­
(This topic is developed in more detail in section 10.2 of the essay “ASPCCts0f
ScientificExplanation" in this volume.)

6. VALUATIONAL “PRESUPPOSITIONS” OF SCIENCE

The preceding three sections have been concerned mainly with the question
whether, or to what extent, valuation and decision presuppose scientificinvestiga­
tion and scientific knowledge. This problem has a counterpart which deserves
some attention in a discussion of science and valuation; namely, the question
whether scientific knowledge and method presuppose valuation.

The word “presuppose” may be understood in a number of diEerentsenses
which require separate consideration here. First of all, when a person decides
to devote himself to scientific work rather than to some other career,andagain.

when a scientist chooses some particular topic of investigation, thesechoiceswill
presumably be determined to a large extent by his preferences, i.e., by how
highly he values scientific research in comparison with the alternativesopento
him, and by the importance he attaches to the problems he proposes to investi­
gate. In this explanatory, quasi-causal sense the scientific activitiesof human beings
may certainly be said to presuppose valuations.

Much more intriguing problems arise, however, when we ask whether
judgments of value are presupposed by the body of scientific knowledge,which
might be represented by a system of statements accepted in accordancewith the
rules of scientific inquiry. Here presupposing has to be understood in asystematic­
logical sense. One such sense is invoked when we say, for example, that the
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statement‘Henry’s brother-in—law is an engineer’ presupposes that Henry has
awifeor asister: in this sense, a statement presupposes whatever can be logically
inferredfrom it. But, as was noted earlier, no set of scientific statements logically
impliesan unconditional judgment of value; hence, scientific knowledge does
n0t,in this sense, presuppose valuation.

Thereis another logical sense of presupposing, however. We might say,
forexample,that in Euclidean geometry the angle—sum theorem for triangles
presupposesthe postulate of the parallels in the sense that that postulate is an
essentialpart of the basic assumptions from which the theorem is deduced.
Now,thehypothesesand theories of empirical science are not normally validated
bydeductionfrom supporting evidence (though it may happen that a scientific
statement,such as a prediction, is established by deduction from a previously
ascertained,more inclusive set of statements); rather, as was mentioned in
section2, they are usually accepted on the basis of evidence that lends them only
partial,or “inductive,”support. But in any event it Mghtbgaskmhether
thestatementsrepresenting scientifiolgnowledgg presuppose valuation in the
senseElia—ithegroundi on which they. arcvaccgptcdanyég,sometimes oralways,
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certiinuncenditLQnaHJ-Ldamlofsyalue.Againsheanswsgiaiulbinsganve.
Themwnwhjchscientifiehypothesesare agccgtcdpirsjccted.arcprovided
byempiricalevidencehwhichqmay_include observational_@nding§_a§~weA§
WW E'sigblishcdlawaaud.theorieEiii "suEeTiiiiiBV-Ju}195133329295-Suppose
forexaniplemtha‘tjinsupportof the hypothesis that a radiation belt of a specified
kindsurroundsthe earth, a scientist were to adduce, first, certain observational

data,obtainedperhaps by rocket-borne instruments; second, certain previously
acceptedtheoriesinvoked in the interpretationof those data; and finally, certain
judgmentsof value, such as ‘it is good to ascertain the truth’. Clearly, the
judgmentsof value would then be dismissed as lacking all logical relevance to
theproposedhypothesis since they can contribute neither to its support nor to its
disconfirmation.

Butthequestion whether science presupposes valuation in a logical sense can
beraised,and recently has been raised, in yet another way, referring more
specificallyto valuational presuppositions of scientific method. In the preceding
considerations,scientific knowledge was represented by a system of statements
whicharesuHicientlysupported by available evidence to be accepted in accord­
ancewiththe principles of scientific test and validation. We noted that as a rule
theobservationalevidence on which a scientific hypothesis is accepted is far
fromsufficientto establish that hypothesis conclusively. For example, Galileo's
lawrefersnot only to past instances of free fall near the earth, but also to all
futureones; and the latter surely are not covered by our present evidence.
Hence,Galileo’slaw, and similarly any other law in empirical science, is accepted
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on the basis of incomplete evidence. Such acceptance carries with it the“induc­
tive risk” that the presumptive law may not hold in full generality,andthat
future evidence may lead scientists to modify or abandon it.

A precise statement of this conception of scientific knowledge wouldrequire.
among other things, the formulation of rules of two kinds: First, rulesofcon­
jirmati'on, which would specify what kind of evidence is confirmatory, whatkind
disconfirmatory for a given hypothesis. Perhaps they would also determines
numerical degreeof evidential support (or confirmation, or inductiveprobability)
which a given body of evidence could be said to confer upon a proposedhypo­
thesis. Secondly, there would have to be rules qf acceptance:these would SPCde
how strong the evidential support for a given hypothesis has to be if thehypo­
thesis is to be accepted into the system of scientific knowledge; or, moregene?
ally, under what conditions a proposed hypothesis is to be accepted,underwhat
conditions it is to be rejected by science on the basis of a given body ofevidchC­

Recent studies of inductive inference and statistical testing have devoteda

great deal of effort to the formulation Of adequate rules of either kind. InPar'
ticular, rules of acceptance have been treated in many of these investigationsas
special instances of decision rules Of the sort mentioned in the precedingsection.
The decisions in question are here either to accept or to reject a proposedhypo'
thesis on the basis of given evidence. As was noted earlier, the formulation0
“adequate” decision rules requires, in any case, the antecedent specification.Of
valuations that can then serve as standards of adequacy. The “‘1ng
valuations, as will be recalled, concern the different possible outcomes of the
choices which the decision rules are to govern. Now, when a scientificrule0f
acceptance is applied to a specified hypothesis on the basis of a given bod)I0f
evidence, the possible “outcomes” Ofthe resulting decision may be dividedinto
four major types: (1) the hypothesis is accepted (as presumably true) in accordall‘?c
with the rule and is in fact true; (2) the hypothesis is rejected (as presumably
false) in accordance with the rule and is in fact false; (3) the hypothesis isaccept?d
in accordance with the rule, but is in fact false; (4) the hypothesis is rejectedIn
accordance with the rule, but is in fact true. The former two casesare W1)“
science aims to achieve; the possibility of the latter two represents the inductiVC
risk that any acceptance rule must involve. And the problem of formulating
adequate rules of acceptance and rejection has no clear meaning unlessstandade
of adequacy have been provided by assigning definite values or disvaluesto thosC
different possible “outcomes” of acceptance or rejection. It is in this sensethilt
the method 9§,?§‘_3P.1i§bing.ssisasiéc-hynathsssémteymffsi’ Valua‘i‘m‘‘h‘
juméetisn eithéirulcs eficcsptaricsandrejseti.qt1..rsaui£§ssafetiessial’iluc
judgments.

‘ '1 caseswhere the hypothesis under test, if accepted, is to be madethc
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basisof a specificcourse of action, the possible outcomes may lead to success
orfailureof the intended practical application; in these cases, the values and
disvaluesat stake may well be expressible in terms of monetary gains or losses;
andforsituationsof this sort, the theory of decision functions has developed
variousdecisionrules for use in practical contexts such as industrial quality
control.But when it comes to decision rules for the acceptance of hypotheses in
purescientificresearch, where no practical applications are contemplated, the
questionofhow to assign values to the four types of outcome mentioned earlier
becomesconsiderablymore problematic. Enema general way, it seems clear
diattliejtagdards_governmghthe'inductivcprocedures of pureiscience relic-c't‘the
objectiveof obtaining a certain g‘SSER’Hieh‘might-be described somewhat
vag‘EéiiEs'HiE‘ZEtZiBiB‘eriéof an increasingly reliable, extensive, and theoretically
syst‘enia'tiiedbodyof information about the world. Note that if we were con­

asystemofbeliefsorauworldviewthatisemotionally
reassuring'oresthetically satisfying to us, then it would not be reasonable at all
toinsist,assci‘eiice’dogzspgaclose accord between the beliefs we accept and our
empirifxalflvid’enc-g‘andhthestandards of objective testability and confirmation
bypubliclyasceffainable evidence would have to be replaced by acceptance
standardsof:entirelyddifferent Ihe standardsof proceduremust in each
casebeformedin consideration of the goals to be attained; their justification
niagflse‘ierativeto those goals and must, in this sense, presuppose them.

.——-.­

7.CONCLUDINGCOMPARISONS

If,as has been argued in section 4, science cannot provide a validation of
categoricalvaluejudgments,can scientific method and knowledge play any role
at all in clarifying and resolving problems of moral valuation and decisione
Theansweris emphatically in the affirmative. I will try to show this in a brief
surveyof the principal contributions science has to offer in this context.

Firstofall,sciencecan provide factual information required for the resolution
ofmoralissues.Such information will always be needed, for no matter what
systemof moral values we may espouse—whether it be egoistic or altruistic,
hedonisticor utilitarian, or of any other kind—surely the specific course of
actionitenjoinsus to follow in a given situation will depend upon the facts about
thatsituation;and it is scientific knowledge and investigation that must provide
thefactualinformation which isneeded for the application of our moral standards.

Morespecifically,factual information is needed, for example, to ascertain (a)
whethera contemplated objective can be attained in a given situation; (b) if it
canbeattained,by what alternative means and with what probabilities ;(c) what
sideeffectsand ulterior consequences the choice of a given means may have apart
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from probably yielding the desired end; (d) whether several proposedendsare
jointly realizable,or whether they are incompatibleinthe sensethat therealization
of some of them will definitely or probably prevent the realizationof others.

By thus giving us information which is indispensable as a factual basisfor
rational and responsible decision, scientific research may well motivateusto
change some of our valuations. If we were to diSCOVer,for example, thata
certain kind of goal which we had so far valued very highly could beattainedonly
at the price of seriously undesirable side effects and ulterior consequences,we
might well come to place a less high value upon that goal. Thus, more extensive
scientific information may lead to a change in our basic valuations—notby
“disconfirming” them, of course, but rather by motivating a changein our
total appraisal of the issues in question.

Secondly, and in a quite different manner, science can illuminate certain
problems of valuation by an objective psychological and sociologicalstudyof
the factors that affect the values espoused by an individual or a group; of the
ways in which such valuational commitments change; and perhapsof the
manner in which the espousal of a given value system may contribute to the
emotional security of an individual or to the functional stability of a group.

Psychological, anthropological, and sociological studies of valuational
behavior cannot, of course, "validate" any system of moral standards.Buttheir
results can psychologically effect changes in our outlook on moral issuesby
broadening our horizons, by making us aware of alternatives not envisaged,or
not embraced, by our own group, and by thus providing some safeguard
against moral dogmatism or parochialism.

Finally, a comparison with certain fundamental aspects of scientificknowledge
may help to illuminate some further questions concerning valuation.

If we grant that scientific hypotheses and theories are always open to revision
in the light of new empirical evidence, are we not obliged to assumethat there
is another class of scientific statements which cannot be open to doubt andre­
consideration, namely, the observational statements describing experiential
findings that serve to test scientific theoriese Those simple, straightforward
reports of what has been directly observed in the laboratory or in scientificfield
work, for example—must they not be regarded as immune from any conceivable
revision, as irrevocable once they have been established by direct observation!
Reports on directly observed phenomena have indeed often been consideredas
an unshakable bedrock foundation for all scientific hypotheses and theories.
Yet this conception is untenable; even here, we find no definitive, unquestionable
certainty.

For, first of all, accounts of what has been directly observed are subjectto
error that may spring from various physiological and psychological sources.
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Indeed,it isoftenpossible to check on the accuracy of a given observation report
bycomparingit with the reports made by other observers, or with relevant data
obtainedby some indirect procedure, such as a motion picture taken of the
finishofahorserace; and such comparison may lead to the rejection of what had
previouslybeen considered as a correct description of a directly observed
phenomenon.We even have theories that enable us to explain and anticipate some
typesofobservationalerror, and in such cases, there is no hesitation to question
andto rejectcertain statements that purport simply to record what has been
directlyobserved.

Sometimesrelatively isolated experimental findings may conflict with a
theorythatis strongly supported by a large number and variety of other data;
inthiscase,it may well happen that part of the conflicting data, rather than the
theory,is refusedadmission into the system of accepted scientific statements—
evenif no satisfactory explanation of the presumptive error of observation is
available.In such cases it is not the isolated observational finding which decides
whetherthe theory is to remain in good standing, but it is the previously well­
substantiatedtheory which determines whether a purported observation report
isto be regarded as describing an actual empirical occurrence. For example, a
reportthatduring a spiritualistic séance, a piece of furniture freely floated above
thefloorwould normally be rejected because of its conflict with extremely
wellconfirmedphysical principles, even in the absence of some specific explana­
tionofthereport, say, in terms of deliberate fraud by the medium, or of high
suggestibilityon the part of the observer. Similarly, the experimental findings
reportedby the physicist Ehrenhaft, which were claimed to refute the principle
thatallelectriccharges are integral multiples of the charge of the electron, did
notleadto the overthrow, nor even to a slight modification, of that principle,
whichisan integral part of a theory with extremely strong and diversified ex­
perimentalsupport. Needless to say, such rejection of alleged observation
reportsby reasonof their conflict with well-established theories requires consid­
erablecaution; otherwise, a theory, once accepted, could be used to reject all
adverseevidence that might subsequently be found—a dogmatic procedure
entirelyirreconcilablewith the objectives and the spirit of scientific inquiry.

Evenreports on directly observed phenomena, then, are not irrevocable;
theyprovideno bedrock foundation for the entire system of scientificknowledge.
Butthisby no means precludes the possibility of testing scientific theories by
referenceto data obtained through direct observation. As we noted, the results
obtainedby suchdirect checking cannot be considered as absolutely unquestion­
ableandirrevocable; they are themselves amenable to further tests which may
becarriedout if there is reason for doubt. But obviously if we are ever to form
anybeliefsabout the world, if we are ever to accept or to reject, even provisionally,
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some hypothesis or theory, then we must stop the testing processsomewhere;
we must accept some evidential statements as sufficiently trustworthy notto
require further investigation for the time being. And on the basisofsuchevidence,
we can then decide what credence to give to the hypothesis under test,and
whether to accept or to reject it.

This aspect of scientific investigation seems to me to have a parallelin the
case of sound valuation and rational decision. In order to make a rationalchoice

between several courses of action, we have to consider, first of all, whatcon­

sequences each of the different alternative choices is likely to have. Thisaffords
a basis for certain relative judgments of value that are relevant to our problem.
If this set of results is to be attained, this course of action ought to be chosen;if
that other set of results is to be realized, we should choose such and suchanother
course; and so forth. But in order to arrive at a decision, we stillhave to decide

upon the relative values of the alternative sets of consequences attainabletous;
and this, aswas noted earlier, callsfor the acceptance of an unconditionaljudgment
of value, which will then determine our choice. But such acceptanceneednot
be regarded as definitive and irrevocable, as forever binding for all our future
decisions: an unconditional judgment of value, once accepted, still remainsopen
to reconsideration and to change. Suppose, for example, that we haveto choose,
as voters or as members of a city administration, between several alternative
social policies, some of which are designed to improve certain materialconditions
of living, whereas others aim at satisfying cultural needs of various kinds.Ifwe
are to arrive at a decision at all, we will have to commit ourselves to assigning
a higher value to one or the other of those objectives. But while thejudgment
thus accepted serves as an unconditional and basic judgment of value for the
decision at hand, we are not for that reason committed to it forever—wemay
well reconsider our standards and reverse our judgment later on; and though
this cannot undo the earlier decision, it will lead to different decisionsin the

future. Thus, if we are to arrive at a decision concerning a moral issue,we have
to accept some unconditional judgments of value; but these need not beregarded
as ultimate in the absolute sense of being forever binding for all our decisions,
any more than the evidence statements relied on in the test of a scientifichypothesis
need to be regarded as forever irrevocable. All that is needed in either contextare
relativeultimates, asit were: aset of judgments—moral or descriptive—whichare
accepted at the time as not in need of further scrutiny. These relative ultimates
permit us to keep an open mind in regard to the possibility of making changes
in our heretofore unquestioned commitments and beliefs; and surely the ex­
perience of the past suggests that if we are to meet the challenge of the present
and the future, we will more than ever need undogmatic, critical, and openminds.
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4.EMPIRICIST CRITERIA

OFCOGNITIVE SIGNIFICANCE:

PROBLEMSAND CHANGES

1.THEGENERALEMPIRICIST CONCEPTION OF COGNITIVE AND
EMPIRICALSIGNIFICANCE

It is a basicprinciple of contemporary empiricism that a sentence makes
a_cogpitivelysignificant assertion, and thus can be said to be either true or false,
:ijanb' if either (1) it is analytic or contradictpryl—in which case it is said to
havepurely logical meaning or significance—or else (2) it is capable, at least
POtentiall, of test b experiential evidence—in which,gg§_g_i5__i§_ to haveEMT—WWW: basictenetofthisprinciple,and
esPcCialllyof its second part, the so-callcd testability criterion of empirical
meaning(or better: meaningfulness), is not peculiar to empiricism alone: it is
characteristicalso of contemporary operationism, and in a sense of pragmatism
asW611;for the pragmatist maxim that a difference must make a difference to be
a differencemay well be construed as insisting that a verbal difference between
twosentencesmust make a difference in experiential implications if it is to reflect
a differencein meaning. '

Howthis general conception of cognitively significant discourse led to the
rejection,as devoid of logical and empirical meaning, of various formulations
In speculativemetaphysics, and even of certain hypotheses offered withing

Thismay Combines. With certain Omissionsand some other changes, the contents of two
articles:“Problems and Changes in the Empiricist Criterion of Meaning,” Revue Inter­
nationaledcPhilosophieNo.11, pp. 41—63(january. 1950); and «The Concept of Cognitive
Significance:A Reconsideration," Proceedingsof the American Academy qurts and Sciences 80,
No. 1, pp. 61-77 (1951). This material is reprinted with kind permission of the Director of
RevueInternationalede Philosophie and of the American Academy of Arts and Sciences_
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empirical science,istoo well known to require recounting. I think that thegeneral
intent of the empiricist criterion of meaning is basically sound, and that not­
withstanding much oversimplification in its use, its critical application hasbeen,
on the whole, enlightening and salutary. I feel less confident, however, about
the possibility of restating the general idea in the form of precise and general
criteria which establish sharp dividing lines (a) between statements of purely
logical and statements of empirical significance, and (b) between those sentences
which do have cognitive significanceand those which do not.

In the present paper, I propose to reconsider these distinctions as conceived
in recent empiricism, and to point out some of the difficulties they present.The
discussion will concern mainly the second of the two distinctions; in regardto
the first, I shalllimit myself to a few brief remarks.

2. THE EARLIER TESTABILITY CRITERIA OF MEANING AND
THEIR SHORTCOMINGS

Let us note first that any general criterion of cognitive significancewillhave
to meet certain requirements if it is to be at all acceptable. Of these,we noteone,
which we shall consider here as expressing a necessary, though by no means
sufficient, conditionof adequacy for criteria of cognitive significance.

(A) Ifunder a given criterion of cognitive significance, a sentenceN isnon­
significant, then so must be all truth-functional compound sentencesin whichN
occurs nonvacuously as a component. For if N cannot be significantly assigned
a truth value, then it is impossible to assign truth values to the compound sentences
Eontaining N; hence, they should be qualified as nonsignificant as well.
if We note two corollaries of requirement (A):

(A1) If under a given criterion of cognitive significance, a sentence S is
nonsignificant, then so must be its negation, ~ S.

(A2) If under a given criterion of cognitive significance, a sentence N is
nonsignificant, then so must be any conjunction NS and any disjunctionNvS,
no matter whether S is significant under the given criterion or not.

We now turn to the initial attempts made in recent empiricism to establish
general criteria of cognitive significance. Those attempts were governed by the
consideration that a sentence, to make an empirical assertion must be capable
of being borne out by, or conflicting with, phenomena which are potentially
capable of being directly observed. Sentences describing such potentially ob­
servable phenomena—no matter whether the latter do actually occur or not—
may be called observation sentences. More specifically, an observationsentence
mi ht be construed as a sentence—no matter whcth e—vni'ich
asserts or denies that a specified object, or grow of objects, of _macroscopicsize

w
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hasa articular observable characteristic i.e., a characteristic whose presence or

absencecan,under favorable Circumstances, be ascertained by direct observation.1

Thetaskof setting up criteria of empirical significance is thus transf r
intotheproblemof characterizing in a precise mannerjthe relationship whic
WEWand oneormoreobservTrtionsentenceswheneve'
Wan eitherconfirmordisconfirmheh o­
thesisinquestion.Theirbilitnga givensentenceto eEEinto th@
tosomesetofobservatEr—sentenceswouldwww­
Wmcc Letusnowbrieflyexaminethe
majorattemptsthat have been made to obtain criteria of significance in this
manner.

Oneof the earliest criteria is expressed in the so-called veri/iability requirement.
Accordingto it, a sentence isempirically significant if and only if it is not analytic
311discapable,at least in principle, of complete verification by observational
evidence;i.e., if observational evidence can be described which, if actually

Obtained,would conclusively establish the truth of the sentence.” With the

1.Observationsentencesof this kind belong to what Carnap has called the thing-language,
Cf»(3-3.,(1938), pp. 52-53. That they are adequate to formulate the data which serve as the
basisfor empirical tests is clear in particular for the infbrsubjective testing procedures used in
Sdenceaswellasin large areasof empirical inquiry on the common-sense level. In epistemologi­
caldiscussions,it is frequently assumed that the ultimate evidence for beliefs about empirical
mattersconsistsin perceptions and sensations whose description calls for a phenomenalistic
WPCOflanguage.The specific problems connected with the phenomenalistic approach cannot
bediscussedhere; but it should be mentioned that at any rate all the critical considerations
presentedin this article in regard to the testability criterion are applicable, mutatis mutandis,
t0 the caseof a phenomenalistic basis as well.

2.Originally,the permissible evidence was meant to be restricted to what is observable by
thespeakerand perhaps his fellow beings during their life times. Thus construed, the criterion
micsout, as cognitively meaningless, allstatements about the distant future or the remote past,
35hasbeenpointed out, among others, by Ayer (1946), chapter I; by Pap (1949), chapter 13,
tsp.pp.333ff.; and by Russell (1948), pp. 445-47. This difficulty is avoided, however, i f we per­
mittheevidenceto consist of any finite setof “logically possible observation data”, each of them
formulatedin an observation sentence. Thus, e.g., the sentence 8,, “The tongue of the largest
dinosaurinNew York’s Museum of Natural History was blue or black” iscompletely verifiable
inoursense;for it isa logical consequenceof the sentence 8,, “The tongue of the largest dinosaur
in NewYork’sMuseum of Natural History was blue"; and this is an observation sentence, in
the sensejust indicated.

And if the concept of veriliability inprincipleand the more general concept of confirmability
inprincipIe,which will be considered later, are construed as referring to logicallypossibIeevidence
asexpressedby observation sentences, then it follows similarly that the classof statements which
areverifiable,or at least connrmable, in principle include such assertions as that the planet
Neptuneand the Antarctic Continent existed before they were discovered, and that atomic
warfare,if not checked. will lead to the extermination of this planet. The objections which
Russell(1948),pp. 445 and 447, raises against the verifiability criterion by reference to those
examplesdo not apply therefore if the criterion is understood in the manner here suggested.

(continued overleaf)
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help of the concept of observation sentence, we can restate this requirementas
follows: A sentence S has empirical meaning if and only if it is possible to
indicate a finite set of observation sentences, 01, 02,. . ., On, such that if these
are true, then S is necessarily true, too. As stated, however, this conditionis
satisfied also if S is an analytic sentence or if the given observation sentencesare
logically incompatible with each other. By the following formulation, we rule
these casesout and at the same time express the intended criterion more precisely:
(2.1) REQUIREMENT or: COMPLETE VERIFIABILITY IN PRINCIPLE. A sentence has

empirical meaning if and only if it isnot analytic and follows logicallyfromsome
finiteandlggallxconsistcntWas? Theseobservation
sentences need not be true, for what the criterion is to Explicate is testabilityby
“potentially observable phenomena," or testability “in principle.”

In accordance with the general conception of cognitive significanceoutlined
earlier, a sentence will now be classified as cognitively significant if either it
is analytic or contradictory, or it satisfiesthe verifiability requirement.

This criterion, however, has several serious defects. One of them has been
noted by several writers:

3. Let us assume that the properties of being a stork and of being red-legged

3. As has frequently been emphasized in the empiricist literature, the term "verifiability"
is to indicate, of course, the conceivability, or better, thekgical possibility, of evidenceof an
oWkindwhich. if actuallyencountered,would constituteconclusiveevidenceor
the given sentence; it is not intended to mean the technical ossibility of performing the tests
neededtoobtainsuchcvWSil-y findingdirectlyobserva­
bleEhenomcnawhmwww Lentcnce—whichwouldbe
tantamount to the actual existence of such evidence and would thus imply the truth of the
given sentence. Analogous remarks apply to the terms "falsifiability" and “confirmability”.
This point has clearly been disregarded in some critical discussions of the verifiability criterion­
Thus, e.g., Russell (1948), p. 448 construes verifiability as the actual existence of a set of conclu­
sively verifying occurrences. This conception, which has never been advocated by any logical
empiricist, must naturally turn out to be inadequate sinceaccording to it the empirical meaning­
fulnessof a sentence could not be established without gathering empirical evidence, and more­
over enough of it to permit a conclusive proof of the sentence in question! It is not surprising.
therefore, that his extraordinary interpretation of verifiability leads Russell to the conclusion:
“In fact, that a proposition is verifiable is itself not verifiable" (l.c.). Actually, under the empiri­
cist interpretation of complete verifiability, any statement asserting the verifiabilityof somesen­
tence S whose text is quoted, is either analytic or contradictory; for the decision whether there
exists a classof observation sentences which entail S, i.e., whether such observation sentences
can be formulated, no matter whether they are true or false—that decision is a purely logical
matter.

Incidentally, statements of the kind mentioned by Russell, which are not actually verifiableby
any human being, were explicitly recognized as cognitively significant alrmdy by Schlick
(1936),Part V, who argued that the impossibility of verifying them was “merely empirical."
The characterization of verifiability with the help of the concept of observation sentenceas
suggestedhere might serve asa more explicit and rigorous statement of that conception.
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arebothobservablecharacteristics, and that the former does not logically entail
thelatter.Then the sentence

(S1) All storks are red-legged

isneitheranalyticnor contradictory; and clearly, it is not dcducible from a finite
setof observationsentences. Hence, under the contemplated criterion, SI is
devoidof empiricalsignificance; and so are all other sentences purporting to
Expressuniversalregularities or general laws. And since sentences of this type
constituteanintegralpart of scientific theories, the verifiability requirement must
beregardedas overly restrictive in this respect.

Siniilarly,the criterion disqualifies all sentences such as ‘For any substance
thereexistssomesolvent', which contain both universal and existential quanti­
5€rs(i.e.,occurrencesof the terms ‘all’ and ‘some’ or their equivalents); for no

sentencesof thiskind can be logically deduced from any finite set of observation
sentences.

TWOfurther defects of the verifiability requirement do not seem to have
beenwidely noticed:

b.Asis readily seen, the negation of S1

(~51) There existsat least one stork that is not red-legged

isdcduciblefrom any two observation sentences of the type ‘a is a stork' and
‘aisnotred-legged'.Hence, ~81 is cognitively significant under our criterion,
butS1isnot,and this constitutes a violation of condition (A1).

G.LetS bea sentence which does, and N a sentence which does not satisfy the
verifiabilityrequirement. Then S is dcducible from some set of observation
sentences;hence, by a familiar rule of logic, SvN is dcducible from the same
set,andthereforecognitively significant according to our criterion. This violates
condition above.4

Strictlyanalogous considerations apply to an alternative criterion, which

4. Theargumentshere adduced against the verifiability criterion also prove the inadequacy
ofa viewcloselyrelated to it, namely that two sentences have the same cognitive significance
ifanysetofobservationsentenceswhich would verify one of them would also verify the other,
andconversely.Thus, e.g., under this criterion. any two general laws would have to be assigned
thesamecognitivesignificance, for no general law isverified by any set of observation sentences.
Theviewjust referred to must be clearly distinguished from a position which Russellexamines in
hiscriticaldiscussionof the positivistic meaning criterion. It is “the theory that two propositions
whoseverified consequences are identical have the same significance" (1948), p. 448. This
viewis untenableindeed. for what consequences of a statement have actually been verified at a
giventimeis obviously a matter of historical accident which cannot possibly serve to establish
identityofcognitivesignihcance. But I am not aware that any logical empiricistever subscribed
to that “theory.”
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makes complete falsifiability in principle the defining characteristic of empirical
significance. Let us formulate this criterion as follows:
(2.2) REQUIREMENT or COMPLETE FALSIFIABILITY IN PRINCIPLE. A sentence has

empirical meaning if and only if its negation is not analytic and followslogically
from some finite logically consistent class of observation sentences.

This criterion qualifies a sentence as empirically meaningful if its negation
satisfies the requirement of complete verifiability; as it is to be expected,it is
therefore inadequate on similar grounds as the latter:

(a) It denies cognitive significance to purely existential hypotheses, suchas
‘There exists at least one unicorn’, and all sentences whose formulation callsfor

mixed—i.e., universal and existential—quantification, such as ‘For every
compound there exists some solvent’, for none of these can possibly be con­
clusively falsified by a finite number of observation sentences.

(b) If ‘P’ is an observation predicate, then the assertion that all thingshave
+ the property P is qualified as significant, but its negation, being equivalenttoa

purely existential hypothesis, is disqualified [cf. (4)]. Hence, criterion (2.2)gives
rise to the same dilemma as (2.1).

(c) If a sentence S is completely falsifiable whereas N is a sentencewhichis
not, then their conjunction, S-N (i.e., the expression obtained by connecting
the two sentences by the word ‘and') is completely falsifiable; for if the negation
of S is entailed by a class of observation sentences, then the negation of SN is:
afbrtion', entailed by the same class. Thus, the criterion allows empiricalsignm’
cance to many sentences which an adequate empiricist criterion shouldruleout,
such as ‘All swans are white and the absolute is perfect.’

In sum, then, interpretations of the testability criterion in terms of complete
verihability or of complete falsifiability are inadequate because they are overly
restrictive in one direction and overly inclusive in another, and becauseboth of
them violate the fundamental requirement A.

Several attempts have been made to avoid these diHiculties by construingthe
testability criterion as demanding merely a partial and possibly indirect con­
firmability of empirical hypotheses by observational evidence.

A formulation suggested by Ayer5 is characteristic of these attempts to Set
up a clear and sufficiently comprehensive criterion of confirmability. It states.
in effect, that a sentence S has empirical import if from S in conjunction with
suitable subsidiary hypotheses it is possible to derive observation sentences
which are not derivable from the subsidiary hypotheses alone.

This condition issuggested by a closer consideration of the logicalstructureof

5. (1936, 1946),Chap. I. The caseagainst the requirements of verifiability and of falsifiability,
and in favor of a requirement of partial confirmability and disconfirmability, is very clearly
presented also by Pap (1949), chapter 13.
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scientifictesting; but it is much too liberal as it stands. Indeed, as Ayer himself
haspointedout in the second edition of his book, Language , Truth, andLogic,“his

criterionallows empirical import to any sentence whatever. Thus, e.g., if S
isthesentence‘The absolute is perfect', it suffices to choose as a subsidiary hypo­
thesisthesentence‘Ifthe absolute is perfect then this apple is red’ in order to make
possiblethe deduction of the observation sentence ‘This apple is red’, which
clearlydoesnot follow from the subsidiary hypothesis alone.

Tomeetthis objection, Ayer proposed a modified version of his testability
criterion.Ineffect,the modification restricts the subsidiary hypotheses mentioned
inthepreviousversion to sentences which either are analytic or can independently
beshownto be testable in the sense of the modified criterion.7

Butit canreadily be shown that this new criterion, like the requirement of
completefalsifiability, allows empirical significance to any conjunction S'N,
whereS satisfiesAyer's criterion while N is a sentence such as ‘The absolute is
perfect’,which is to be disqualified by that criterion. Indeed, whatever conse­
quencescanbededuced from S with the help of permissible subsidiary hypotheses
canalsobe deduced from S-N by means of the same subsidiary hypotheses; and
asAyer’snew criterion is formulated essentially in terms of the deducibility
ofacertaintype of consequence from the given sentence, it countenances S-N
togetherwith S. Another difficulty has been pointed out by Church, who has
shown8that if there are any three observation sentences none of which alone
entailsanyof the others, then it follows for any sentence S whatsoever that either
itor itsdenialhas empirical import according to Ayer’s revised criterion.

Allthecriteriaconsidered so far attempt to explicate the conce'pgpfggpjrical
signin certainlogicalconnectionswhich'm—us—t-obtainbetween
asignificantsentenceanii‘éiii‘t'afEl‘e‘BEWs, lLieemsnow that,this
type-Went ofprecisecriteriaofmeaning­
{nigghis conclusionis suggested by the preceding survey of some represent­
ativeattempts,and it receives additional support from certain further consider­
ations,some of which will be presented in the following sections.

3. CHARACTERIZATION OF SIGNIFICANT SENTENCES BY
CRITERIAFOR THEIR CON STITUENT TERMS

An alternative procedure suggests itself which again seems to reflect well

6. (1946),2d ed., pp. 11-12.
7. This restriction is expressed in recursive form and involves no vicious circle. For the full

statementof Ayer's criterion, see Ayer (1946), p. 13.
8. Church (1949). An alternative criterion recently suggested by O’Connor (1950) as a

revisionofAyer's formulation issubject to a slight variant of Church's stricture: It canbe shown
thatif there are three observation sentences none of which entails any of the others, and if S is
anynoncompoundsentence, then either 8 or ~S is significant under O’Connor’s criterion.
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the general viewpoint of empiricism: It might be possible to characterizecog­
nitively significant sentences by certain conditions which their constituentterms
have to satisfy. Specifically, it would seem reasonable to say that allextralogical
terms9 in a significant sentence must have experiential reference, and that there­
fore their meanings must be capable of explication by reference to observables
exclusively.lo In order to exhibit certain analogies between this approachandthe
previous one, we adopt the following terminological conventions:

Any term that may occur in a cognitively significant sentence will becalled
a cognitively signilqcant term. Furthermore, we shall understand by an observation

term any term which either (a) is an observation predicate, i.e., signifies some
observable characteristic (asdo the terms ‘blue’, ‘warm', ‘soft’, ‘coincidentwith’,
‘of greater apparent brightness than’) or (b) names some physical objectof
macroscopic size (as do the terms ‘the needle of this instrument', ‘the Moon'.
‘Krakatoa Volcano’, ‘Grecnwich, England’, ‘Julius Caesar’).

Now while the testability criteria of meaning aimed at characterizingthe
cognitively significant sentences by means of certain inferential connections
in which they must stand to some observation sentences, the alternativeapproach
under consideration would instead try to specify the vocabulary that maybe
used in forming significant sentences. This vocabulary, the classof significant
terms, would be characterized by the condition that each of its elementsiseither
a logical term or else a term with empirical significance; in the latter case,it 1135
to stand in certain definitional or explicative connections to some observation
terms. This approach certainly avoids any violations of our earlier conditions
of adequacy. Thus, e.g., if S is a significant sentence, i.e., contains cognitide
significant terms only, then so is its denial, since the denial sign, and its verbal
equivalents, belong to the vocabulary of logic and are thus significant.Again.if
N is a sentence containing a non-significant term, then so is any compound
sentence which contains N. ,

But this is not sufficient, of course. Rather, we shall now have to considera

crucial question analogous to that raised by the previous approach: Preciselyhow
are the logical connections between empirically significant terms and observation
terms to be construed if an adequate criterion of cognitive signihcanceisto result!
Let us consider some possibilities.

9. Anextralogical term isone that does not belong to the specinc vocabulary of logic.The
following phrases,and those definable by means of them, are typial examplesof logicalterms:
‘not’, ‘or’, ‘if. . . then’, ‘all', ‘some’, ‘. . . is an element of class. . .’. Whether it is possibleto
make a sharp theoretical distinction between logical and extra-logical terms is a controversial
issue related to the problem of discriminating between analytic and synthetic sentences.For
the purpose at hand, we may simply assumethat the logical vocabularyisgivenbyenumeration.

10. For a detailed exposition and critical discussion of this idea, see H. Feigl's stimulating
and enlightening article (1950).
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(3.1)The simplest criterion that suggests itself might be called the requirement
ofdq‘inability.It would demand that any term with empirical significance must
beexplicitlydefinable by means of observation terms.

Thiscriterionwould seem to accord well with the maxim of operationism
thatallsignificantterms of empirical science must be introduced by operational
definitions.However, the requirement of definability is vastly too restrictive,
formanyimportant terms of scientific and even pre—scientificdiscourse cannot
beexplicitlydefined by means of observation terms.

Infact,asCarnapll has pointed out, an attempt to provide explicit definitions
intermsofobservables encounters serious difficulties as soon as disposition terms,
suchas‘soluble’,‘malleable’, ‘electric conductor’, etc., have to be accounted for;
andmanyof these occur even on the pre-scientific level of discourse.

Consider,for example, the word ‘fragile’. One might try to define it by
sayingthatan object x is fragile if and only if it satisfies the following condition:
Ifatanytime t the object is sharply struck, then it breaks at that time. But if the

statementconnectives in this phrasing are construed truth-functionally, so that
thedefinitioncan be symbolized by

(D) Fx E (t) (Sxt 2) Ext)
thenthepredicate ‘F’ thus defmed does not have the intended meaning. For let
abeanyobjectwhich is not fragile (e.g., a raindrop or a rubber band), but which

Ppensnot to be sharply struck at any time throughout its existence. Then
‘Sat’isfalseand hence ‘Sat 3 Bat’ is true for all values of ‘t’; consequently, ‘Fa'
istruethough a is not fragile.

To remedy this defect, one might construe the phrase ‘if. . . then. . .’ in the
originaldefiniensas having a more restrictive meaning than the truth-functional
cOllclitional.This meaning might be suggested by the subjunctive phrasing ‘Ifx
wereto besharply struck at any time t, then x would break at t.’ But a satisfactory
elaborationof this construal would require a clarification of the meaning and the
logicOfcounterfactualand subjunctive conditionals, which isa thorny problem.12

Analternativeprocedure was suggested by Carnap in his theory of reduction
sentences.13These are sentences which, unlike definitions, specify the meaning
ofa termonly conditionally or partially. The term ‘fragile’,for example, might
beintroducedby the following reduction sentence:

(R) (x) (t) [Sxt Z) (Fx E th)]
11. Cf. (1936-37), especially section 7.

12.On this subject, see for example Langford (1941) ; Lewis (1946). pp. 210-30; Chisholm
(1946);Goodman (1947); Reichenbach (1947). Chapter VIII; Hempel and Oppenheirn (1948),
Part III; Popper (1949); and especially Goodman's further analysis (1955).

13. Cf. Carnap, Ioc.(it. note 11. For a brief elementary presentation of the main idea, see
Carnap(1938),Part 111.The sentence R hcrc formulated for the predicate ‘F’ illustrates only the
Simplesttype of reduction sentence, the so-called bilateral reduction sentence.
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which specifiesthat if x is sharply struck at any time t, then x is fragileif andonly
if x breaks at t.

Our earlier difficulty is now avoided, for if a is a nonfragile object that is
never sharply struck, then that expression in R which follows the quantifiers
is true of a; but this does not imply that ‘Fa’ is true. But the reduction sentenceR
specifies the meaning of ‘F’ only for application to those objects which meetthe
“test condition” of being sharply struck at some time; for these it statesthat
fragility then amounts to breaking. For objects that fail to meet the testcondition,
the meaning of ‘P’ is left undetermined. In this sense, reduction sentenceshave
the character of partial or conditional definitions.

Reduction sentences provide a satisfactory interpretation of the experiential
import of a large class of disposition terms and permit a more adequateformu­
lation of so-called operational definitions, which, in general, are not complete
definitions at all. These considerations suggest a greatly liberalized alternative
to the requirement of definability:
(3.2) The requirementqfreducibility. Every term with empirical significancemust
be capable of introduction, on the basis of observation terms, through chains
of reduction sentences.

This requirement is characteristic of the liberalized versions of positivismand
physicalism which, since about 1936, have superseded the older, overly narrow
conception of a full definability of all terms of empirical scienceby meansof
observables,mand it avoids many of the shortcomings of the latter.Yet,reduction
sentences do not seem to offer an adequate means for the introduction of the
central terms of advanced scientific theories, often referred to as theoreticalcon­

structs.Thisisindicatedby the followingconsiderations:A Wtion
sentences provides a necessary and a sufficient condition for the applicabilityof
the term it introduces. (When the two conditions coincide, the chain is tanta­
mount to an explicit definition.) But now take, for example, the conceptof
length as used in classical physical theory. Here, the length in centimetersof the
distance between two points may assume any positive real number asits value;
yet it is clearly impossible to formulate, by means of observation terms, a suffi­
cient condition for the applicability of such expressions as ‘having a length of
V2 cm’ and ‘having a length of V2 + 10‘100cm'; for such conditionswould
provide a possibility for discrimination, in observational terms, between two
lengths which differ by only 10‘100cm.16

14. Cf. the analysis in Carnap (1936-37), especially section 15; also see the briefer presenta­
tion of the liberalized point of view in Carnap (1938).

15. (Added in 1964.) This is not strictly correct. For a more circumspect statement, see
note 12 in “A Logical Appraisal of Operationism" and the fuller discussion in section7 of the
essay “The Theoretician’s Dilemma." Both of thesepieces are reprinted in the presentvolume.
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Itwouldbe ill-advised to argue that for this reason, we ought to permit only
suchvaluesof the magnitude, length, as permit the statement of suHicientcon­
ditionsin terms of observables. For this would rule out, among others, all
irrationalnumbers and would prevent us from assigning, to the diagonal of
asquarewith sidesof length 1, the length x/Z, which is required by Euclidean
geometry.Hence,the principles of Euclidean geometry would not be universally
applicablein physics. Similarly, the principles of the calculus would become in­
applicable,and the system of scientific theory as we know it today would be
reducedto a clumsy, unmanageable torso. This, then, is no way of meeting the
diliiculty.Rather, we shall have to analyze more closely the function of
constructsinscientifictheories, with a view to obtaining through such an analysis
amoreadequatecharacterization of cognitively significant terms.

Theoretigalgonstructsoccur.inhefogmulaticnnbcicmms. These
maybe‘concejygdmo‘f;in their advanced stages, asmbeing stated in the {0358
deductiverdeveloped axiomatized systems. Classical rnecharii'crsii-odffti'clidean
orsomeNon-Euclidean form of geometry in physical interpretation, present
examplesof suchsystems. The extralogical terms used iln'a‘tbggrxgighiskind
maybe divided, in familiar manner, into primitive Vorqpbasicterms, which are
notdefinedthe theory, and defined _'termfséjylltiac'ih~are 'ezrplieitlydefined
by_1_1_1_e_apsof the primitives. Thus, e.g., in Hilbert’s axiomatization of Euclidean
geometry,the terms ‘point', “straight line’, ‘between’ are among the primitives,
while‘linesegment’, ‘angle’, ‘triangle’, ‘length’ are among the defined terms.
Thebasicand the defined terms together with the terms of logic constitute the
vocabularyout of which all the sentences of the theory are constructed. The
latteraredivided, in an axiomatic presentation, into primitive statements (also
calledpostulatesor basic statements) which, in the theory, are not derived from
anyotherstatements, and derived ones, which are obtained by logical deduction
fromthe primitive statements.

Fromits primitive terms and sentences, an axiomatized theory can be de­
velopedby means of purely formal principles of definition and deduction,
withoutanyconsideration of the empirical significance of its extralogical terms.
Indeed,thisisthe standard procedure employed in the axiomatic development of
uninterpretedmathematical theories such as those of abstract groups or rings or
lattices,or any form of pure (i.e., noninterpreted) geometry.

However, a deductivelygdeveloped “system, of this sort can, constitute a
scientific itrhas receivedanempiricalinterpretation16which

16. The interpretation of formal theories has been studied extensively by Reichenbach,
especiallyin hispioneer analyses of space and time in classical and in relativistic physics. He des­
cribessuchinterpretation asthe establishment of coordinatingdefinitions(Zuordnungsdefinitionen)
forcertainterms of the formal theory. See, for example, Reichenbach (1928). More recently,

(continued overleaf)
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rendersit relevant to the phenomena of our experience. Such interpretationis
given by assigning a meaning, in terms ofObservables, to certain termsor sentences
of the formalized theory. Frequently, an interpretation is given not for the
primitive terms or statements but rather for some of the terms definableby means
of the primitives, or for some of the sentences deducible from the postulates.17
Furthermore, interpretation may amount to only a partial assignmentofmeaning.
Thus, e.g., the rules for the measurement of length by means of a standardrod
may be considered as providing a partial empirical interpretation for the term
‘the length, in centimeters, of interval 1",or alternatively, for some sentencesof
the form ‘the length of interval 1'is r centimeters’. For the method is applicable
only to intervals of a certain medium size, and even for the latter it doesnot
constitute a full interpretation since the use of a standard rod doesnot constitute
the only way of determining length: various alternative proceduresareavailable
involving the measurement of other magnitudes which are connected,by
general laws, with the length that is to be determined.

This last observation, concerning the possibility of an indirect measurement
of length by virtue of certain laws, suggests an important reminder. It is not
correct to speak, as is often done, of “the experiential meaning" of a term or a
sentence in isolation. In the language of science, and for similar reasonsevenin
pre—scientific discourse, a singleusgtatement usually has no. experiential impli­
cations. A single sentence i‘nTaT-scientifictheory does not, as a rule,“‘e’I-it‘§il‘iny

observation sentences; consequences asserting the occurrence of certain ob­
servable phenomena can be derived from it only by conjoining itTvvitli-iaset
of other, subsidiary, hypotheses. Of the latter, some will usuallyybenobservation
sentences, others will be previously accepted theoretical statements. Thus,-e.g.,
the relativistic theory of the deflection of light rays in the; gravitational field
of the sun entails assertions about observable phenomena only if it is conjoined
with a considerable body of astronomical and optical theory as well as a large
number of specific statements about the instruments used in those observations
of solar eclipseswhich serve to test the hypothesis in question.

Hence, the phrase, ‘the experiential meaning ofexpressionE’ is elliptical:What

17. A somewhat fuller account of this type of interpretation may be found in Camap(1939),
§24. The articles by Spence (1944) and by MacCorquodale and Meehl (1948)provide enlighten.
ing illustrations of the use of theoretical constructs in a field outside that of the physicalsciences,
and of the difficultiesencountered in an attempt to analyze in detail their function and inter.
pretation.

Northrop [cf- (1947).Chap. V". and also the detailed study of the use of deductiver form“­

lated theories in science, ibid., Chaps. IV, V, V[]and H. Margenau [c£. for example, (1935)]
have discussed certain aspects of this process under the title of epistemiccorrelation.
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agivenexpression"means" in regard to potential empirical data is relative to
twofactors,namely:

I. thelinguisticframework L to which the expression belongs. Its rules
determine,in particular, what sentences—observational or other­
wise—maybe inferred from a given statement or classof statements;

11.thetheoretical context in which the expression occurs, i.e., the class
ofthosestatements in L which are available as subsidiary hypotheses.

Thus,the sentence formulating Newton’s law of gravitation has no ex­
perientialmeaningby itself; but when used in a language whose logical apparatus
permitsthe development of the calculus, and when combined with a suitable
systemof other hypotheses—including sentences which connect some of the
theoreticalterms with observation terms and thus establish a partial interpre­

tation—thenit has a bearing on observable phenomena in a large variety of
fields.Analogousconsiderations are applicable to the term “gravitational field’,
forexample.It can be considered as having experiential meaning only within
thecontextof a theory, which must be at least partially interpreted; and the
experientialmeaning of the term—as expressed, say, in the form of operational
criteriafor its application—will depend again on the theoretical system at hand,
a11d0nthe logical characteristics of the language within which it is formulated.

4. COGNITIVESIGNIFICANCE AS A CHARACTERISTIC OF INTER­
PRETEDSYSTEMS

The preceding considerations point to the conclusion that a satisfactory
criterionof cognitive significance cannot be reached through the second avenue
ofapproachhere considered, namely by means of specific requirements for the
termswhich make up significant sentences. This result accords with a general
characteristicof scientific (and, in principle, even pre-scientific) theorizing:
Theoryformation and concept formation go hand in hand; neither can be
carriedon successfullyin isolation from the other.

If,therefore,cognitive significance can be attributed to anything, then only
to entiretheoretical systems formulated in a language with a well-determined
structure.And the decisive mark of cognitive significance in such a system appears
to be the existence of an interpretation for it in terms of observables. Such an
interpretationmight be formulated, for example, by means of conditional or
biconditionalsentences connecting nonobservational terms of the system with«
observationterms in the given language; the latter as well as the connecting
sentencesmay or may not belong to the theoretical system.

Buttherequirement of partial interpretation isextremely liberal; it is satisfied,
forexample,by the system consisting of contemporary physical theory com­
binedwith some set of principles of speculative metaphysics, even if the latter



[I I4] CONCEPTIONS OF COGNITIVE SIGNIFICANCE

have no empirical interpretation at all. Within the total system, thesemetaphysi­
cal principles play the role of what K. Reach and also 0. Neurath likedto call

isolatedsentences:They are neither purely formal truths or falsehoods,demon­

strable or refutable by means of the logical rules of the given languagesystem;
nor do they have any experiential bearing; i.e., their omission from thetheoretical
system would have no effect on its explanatory and predictive power in regard
to potentially observable phenomena (i.e., the kind of phenomena described
by observation sentences). Should we not, therefore, require that a cognitively
significant system contain no isolated sentencese The following criterionsug­
gests itself:

(4.1) A theoretical system is cognitively significant if and only if it ispartially
interpreted to at least such an extent that none of its primitive sentencesisisolated.

But this requirement may bar from a theoretical system certain sentences
which might well be viewed as permissible and indeed desirable. By way of3
simple illustration, let us assume that our theoretical system Tcontains theprimi'
t1vesentence

(81) (x) [Plx Z) (Qx ‘=‘sz)]

where ‘PI’ and ‘P2’ are observation predicates in the given language L, while
‘Q’ functions in T somewhat in the manner of a theoretical construct andoccurs

in only one primitive sentence of T, namely S1. Now S1isnot a truth or falsehood
of formal logic; and furthermore, if S1 is omitted from the set of primitive
sentences of T, then the resulting system, T', possesses exactly the samesyStC'
matic, i.e., explanatory and predictive, power as T. Our contemplated criterion
would therefore qualify S l as an isolated sentence which has to be eliminated——

excised by means of Occam’s razor, as it were—if the theoretical systemat hand
is to be cognitively significant.

But it is possible to take a much more liberal view of S1 by treating it asa
partial definition for the theoretical term ‘Q’. Thus conceived, S1 specifiesthat
in all cases where the observable characteristic P1 is present, ‘Q’ is applicableif
and only if the observable characteristic P2 is present as well. In fact, 51 is an
instance of those partial, or conditional, defInitions which Camap callsbilateral
reduction sentences. These sentences are explicitly qualified by Carnap asanalytic
(though not, of course, as truths of formal logic), essentially on the ground that
all their consequences which are expressible by means of observation predicates
(and logical terms) alone are truths of formal logic.18

Let us pursue this line of thought a little further. This willlead usto some
observations on analytic sentences and then back to the question of the adequacy
of(4.1).

18. Cf. Carnap (1936-37), especially sections 8 and 10.
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Supposethat we add to our system T the further sentence

(82) (x)[P3x I) (Qx E P4x)]

where‘Pa', ‘P,’ are additional observation predicates. Then, on the view that
?“everybilateralreduction sentence is analytic”, 1" 82 would be analytic as well
as81.Yet, the two sentences jointly entail non-analytic consequences which
areexpressiblein terms of observation predicates alone, such as20

(0) (x)[~ (Plx . p,x . Px3 . ~ 1341-). ~ (ax . ~ sz . p,x . p,x)] /

Butonewould hardly want to admit the consequence that the conjunction
oftwoanalyticsentences may be synthetic. Hence if the concept of analyticity
canbeappliedat all to the sentences of interpreted deductive systems, then it will
haveto berelativized with respect to the theoretical context at hand. Thus, e.g.,
81mightbe qualified as analytic relative to the system T, whose remaining
postulatesdo not contain the term ‘Q’, but as synthetic relative to the system T
enrichedby 82. Strictly speaking, the concept of analyticity has to be relativized
alsoinregardto the rules of the language at hand, for the latter determine what
observationalor other consequences are entailed by a given sentence. This need
foratleasta twofold relativization of the concept of analyticity was almost to be
expectedin view of those considerations which required the same twofold
relativizationfor the concept of experiential meaning of a sentence.

If,on the other hand, we decide not to permit S1 in the role of a partial
definitionand instead reject it as an isolated sentence, then we are led to an anal­
ogousconclusion: Whether a sentence is isolated or not will depend on the
linguisticframe and on the theoretical context at hand: While 51 is isolated
relativeto T (and the language in which both are formulated), it acquires
definiteexperiential implications when T is enlarged by 82.

Thuswe find, on the level of interpreted theoretical systems, a peculiar
rapprochement,and partial fusion, of some of the problems pertaining to the
conceptsof cognitive significance and of analyticity: Both concepts need to be
relativized;and a large class of sentences may be viewed, apparently with equal
right,asanalytic in a given context, or as isolated, or nonsignificant, in respect
to it.

Inadditionto barring, as isolated in a given context, certain sentences which
couldjust as well be construed as partial definitions, the criterion (4.1) has
anotherseriousdefect. Of two logically equivalent formulations of a theoretical
systemit may qualify one as significant while barring the other as containing

19. Carnap (1936-37), p. 452.
20. The sentence0 is what Carnap calls the representativesentemeof the couple consisting of

the sentences81 and 82; sec (1936-37), pp. 450-53.
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an isolated sentence among its primitives. For assume that a certain theoretical
system T1 contains among its primitive sentences S,’ S”, . . . exactly one, 5',
which is isolated. Then T1 is not signifIcant under (4.1). But now considerthe
theoretical system T2 obtained from T1 by replacing the two fIrst primitive
sentences, 8', S”, by one, namely their conjunction. Then, under our assumptions,
none of the primitive sentences of T2 is isolated, and T2, though equivalentto
T1, is qualifch as significant by (4.1). In order to do justice to the intent of (4.1),
we would therefore have to lay down the following stricter requirement:

(4.2) A theoretical system is cognitively significant if and only if it is parti­
ally interpreted to such an extent that in no system equivalent to it at leastone
primitive sentence is isolated.

Let us apply this requirement to some theoretical system whose postulates
include the two sentences S1 and 82 considered before, and whose Otherpostu­

lates do not contain ‘Q’ at all. Since the sentences S1 and 82 together entail the
sentence 0, the.set consisting of SI and 82 is logically equivalent to the setcon­
sisting of 81, 82 and 0. Hence, if we replace the former set by the latter, we
obtain a theoretical system equivalent to the given one. In this new system,both
S1 and 82 are isolated since, as can be shown, their removal does not affectthe

explanatory and predictive power of the system in reference to observable
phenomena. To put it intuitively, the systematic power of S1 and $2 isthe same
as that of 0. Hence, the original system is disqualified by (4.2). From the view­
point of a strictly sensationalist positivism as perhaps envisaged by Mach, this
result might be hailed as a sound repudiation of theories making referenceto
fictitious entities, and as a strict insistence on theories couched exclusivelyinterms
of observables. But from a contemporary vantage point, we shall have to say
that such a procedure overlooks or misjudges the important function of con­
structs in scientific theory: The history of scientific endeavor shows that if we
wish to arrive at precise, comprehensive, and well-confirmed general laws,we
have to rise above the level of direct observation. The phenomena directly
accessible to our experience are not connected by general laws of great scopeand
rigor. Theoretical constructs are needed for the formulation of suchhigher-level
laws. One of the most important functions of a well-chosen construct is its
potential ability to serve as a constituent in ever new general connections that
may be discovered; and to such connections we would blind ourselvesif we
insisted on banning from scientific theories all those terms and sentenceswhich
could be “dispensed with” in the sense indicated in (4.2). In following sucha
narrowly phenomenalistic or positivistic course, we would deprive ourselvesof
the tremendous fertility of theoretical constructs, and we would often renderthe
formal structure of the expurgated theory clumsy and inefficient.

Criterion (4.2), then, must be abandoned, and considerations such as those
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outlinedin this paper seem to lend strong support to the conjecture that no
adequatealternativeto it can be found; i.e., that it is not possible to formulate
generaland precise criteria which would separate those partially interpreted
systemswhose isolated sentences might be said to have a significant function
fromthosein which the isolated sentences are, so to speak, mere uselessappend­
ages.

Weconcludedearlier that cognitive significance in the sense intended by
recentempiricismand operationism can at best be attributed to sentences fortmng
atheoreticalsystem,and perhaps rather to such systems as wholes. Now, rather
thantryto replace(4.2) by some alternative, we will have to recognize further
thatcognitivesignificance in a system is a matter of degree: Significant systems
rangefrom those whose entire extralogical vocabulary consists of observations
terms,through theories whose formulation relies heavily on theoretical con­
structs,on to systems with hardly any bearing on potential empirical findings.
Insteadof dichotomizing this array into significant and non-significant systems
itwouldseemlessarbitrary and more promising to appraise or compare different
theoreticalsystems in regard to such characteristics as these:

a. the clarity and precision with which the theories are formulated, and
withwhich the logical relationships of their elements to each other and
to expressionscouched in observational terms have been made explicit;

b. the systematic,i.e., explanatory and predictive, power of the systems in
regard to observable phenomena;

c. the formal simplicity of the theoretical system with which a certain
systematicpower is attained;

d. the extent to which the theories have been confirmed by experiential
evidence.

Manyof the speculative philosophical approaches to cosmology, biology,
orhistory,for example, would make a poor showing on practically all of these
countsandwould thus prove no matches to available rival theories, or would be
recognizedasso unpromising as not to warrant further study or development.

[ftheprocedure here suggested is to be carried out in detail, so as to become
applicablealsoin lessobvious cases, then it will be necessary, of course, to develop
generalstandards,and theories pertaining to them, for the appraisal and compari­
sonoftheoreticalsystems in the various respects just mentioned. To what extent
thiscanbe done with rigor and precision cannot well be judged in advance. In
recentyears,a considerable amount of work has been done towards a definition
andtheoryof the concept of degree of confirmation, or logical probability, of a
theoreticalsystem91 and several contributions have been made towards the

21. Cf., for example. Camap (1945)1 and (1945)2, and especially (1950). Also see Helmer
andOppenheim (1945).
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clarification of some of the other ideas referred to above.” The continuationof

this research represents a challenge for further constructive work in the logical
and methodological analysis of scientificknowledge.

22. On simplicity, cf. especially Popper (1935), Chap. V; Reichenbaeh (1938),§42; Good­
man (1949)1, (1949)2,(1950) ; on explanatory and predictive power, cf. Hempel and Oppenheim
(1948), Part IV.
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pos TSCRIPT (1964)ON

COGNITIVE SIGNIFICANCE

The preceding essay is a conflation of two articles: “Problems and Changes
in the Empiricist Criterion of Meaning,” Revue Internationale de Philosophie
N o. 11 (1950),and “The Concept of Cognitive Significance: A Reconsideration,"
Proceedings of the American Academy of Arts and Sciences 80 (1951). In combining
the two, I omitted particularly some parts of the first article, which had been
largely superseded by the second one ;1I also made a few minor changesin the
remaining text. Some of the general problems raised in the combined essayare
pursued further elsewhere in this volume, especially in “The Theoretician’s
Dilemma.” In this Postscript, I propose simply to note some second thoughts
concerning particular points in the preceding essay.

(i) The objections 2.1(c) and 2.2(c) against the requirements of complete
verifiability and of complete falsifiability are, I think, of questionableforce­
For S v N can properly be said to be entailed by S, and S in turn by SM onlyif
N as well as S is a declarative sentence and thus is either true or false.But if the

criterion of cognitive significance is understood to delimit the classof sentences
which make significant assertions, and which are thus either true or false,then
the sentence N invoked in the objections is not declarative, and neither are
S v N or S-N; hence the alleged inferencesfrom S-N to S and from S to S v N
are inadmissible.a

1. The basic ideas presented in the earlier articles and in the present conflated versionare
penetratineg examined by I. SchefHerin TheAnatomyofInquiry, New York, 1963.Part IIof his
book deals in detail with the concept of cognitive significance.

2. I owe this correction to graduate students who put forth the above criticismin one of
my seminars. The same point has recently been stated very clearly by D. Rynin in “Vindication
ofL‘G‘C‘L P‘S‘T‘V‘SM", ProceedingsandAddressesof the AmericanPhilosophicalAssociation,
30 (1957); see especially pp. 57-58.
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Myobjectionretains its force, however, against the use of falsifiability, not
asacriterionof significance, but as a “criterion of demarcation." This use would
drawa dividingline “between the statements, or systems of statements, of the
empiricalsciences,and all other statements—whether they are of a religious or of
ametaphysicalcharacter, or simply pseudo-scientific."3 For the argument 2.2(c)
showsthat the conjunction of a scientific statement 8 with a nonscientific
statementN is falsifiable and thus qualifies as a scientific statement; and this
Woulddefeatthe intended purpose of the criterion of demarcation.

(ii)My assertion, in 2.1(a) and 2.2(a), that the requirements of verifiability
andoffalsifiabilitywould rule out all hypotheses of mixed quantificational form
M3156.Consider the hypothesis ‘All ravens are black and something is white',
0‘:in SYmbolicnotation

(x) (Rx D Bx) -(3y) W7.
Whichis equivalent to

(x)(mum : Bx) - Wy]
Thissentencesatisfiesthe falsifiability requirement because it implies the purely
l1Iliversalhypothesis ‘(x) (Rx D Bx)’, which would be falsified, for example, by

cfollowingset of observation sentences: {‘Ra', ‘~Ba’}. Similarly, the sentence

(3x) 0’) (Rx " WY)

15verifiablesince it is implied, for example, by ‘Ra'.
Theessentialpoint of the objection remains unaffected, however: Many

scientifichypotheses of mixed quantificational form are neither verifiable nor
falsmabhf;these would therefore be disqualified by the requirement of
Verifiabilityaswell as by that of falsifiability; and if the latter is used as a criterion
0fdemarcationrather than of significance, it excludes those hypotheses from
theclassof scientific statements. These consequences are unacceptable.

(iii)An even stronger criticism of the criteria of verifiability and of falsi­
fiabilityresultsfrom condition (A1), which is stated early in section 2, and which
demandsin effect that any acceptable criterion of significance which admits a
sentenceas significant must also admit its negation. That this condition must
bemet is clear, for since a significant sentence is one that is either true or false,
itsnegationcan be held nonsignificant only on pain of violating a fundamental
principleof logic. And even if the falsifiability criterion is used as a criterion of
demarcationrather than of cognitive significance, satisfaction of (A1) seems
imperative.Otherwise, a scientist reporting that he had succeeded in refuting
a scientifichypothesis S of universal form would be making a nonscientific

3. K. R. Popper, “Philosophy of Science: A Personal Report,” In C. A. Mace, ed., British
PhilosOphyin the Mid-Century, London, 1957; pp. 155-91 ; quotations from pp. 163, 162.
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statement if he were to say: “Hence, it is not the case that 8 holds," for this
statement would not be falsifiable. More generally, formally valid deductive
logical inference would often lead from scientific premises to nonscientific
conclusions—e.g., from ‘Ra'~Ba’ to ‘(3x) (Rx-~Bx)’; and, surely, this is
intolerable.

But when the requirement of verifiability, or that of falsifiability,iscombined
with condition (A1), then a sentence qualifies as cognitively significantjust in
case it and its negation are verifiable, or ust in case it and its negation arefalsifiable.
These two criteria now demand the same thing of a significant sentence,namely,
that it be both verifiable and falsifiable. This characterization admits, besidesall

truth-functional compounds of observation sentences, also certain sentences
containing quantifiers. For example, ‘Pa v (x)Qx’ is verifiable by ‘Pa’ and
falsifiable by {‘~Pa’, ‘~Qb’}; and as is readily seen, ‘Pa-(ax)Qx' equallymeets
the combined requirement. But this requirement excludes all strictly general
hypotheses, i.e., those containing essentialoccurrences of quantifiersbutnotof
individual constants; such as ‘(x) (Rx D Bx)’, ‘(x) (3y) (ny D Sxy)’, and so
forth. Again, this consequence is surely unacceptable, no matter whether the
criterion is meant to delimit the class of significant sentences or the classof state­
ments of empirical science.



5. A LOGICAL APPRAISAL

OF OPERATION ISM

1. BASICTENETS OF OPERATIONISM

OPERATIONISM, in its fundamental tenets, is closely akin to logicalempiricism.Both schools of thought have put much emphasison definite
experientialmeaning or import as a necessary condition of objectively significant
discourse,and both have made strong efforts to establish explicit criteria of
experientialsignificance. But logical empiricism has treated experiential import
asa characteristicof statements—namely, as their susceptibility to test by ex­
Perimentor observation—whereas operationism has tended to construe ex­
Perientialmeaning as a characteristic of concepts or of the terms representing
them—namely,as their susceptibility to operational definition.

BASICIDEASor: OPERATIONALANALYSIS.An Operational definition of a term is

conceivedasa rule to the effect that the term is to apply to a particular case if the
rformanccof specified operations in that case yields a certain characteristic

result.For example, the term ‘hardcr than’ might be operationally defined
by the rule that a piece of mineral, 36.is to be called harder than another piece
of mineral,y, if the operation of draWing a sharp point of x across the surface
of )1resultsin a scratch mark on the latter. Similarly, the different numerical
valuesof a quantity such as length are thought of as operationally definable

by referenceto the outcomes of specified measuring operations. To safeguard
the objectivityof science, all operations invoked in this kind of definition are

This article is a slightly modified version of an article with the same title that appeared in
ScienltjicMonthly79, pp. 215-20 (1954). It is here reprinted by kind permission of the Editor
of Science.
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required to be intersubjective in the sense that different observers must be able
to perform “the same operation" with reasonable agreement in their results.1

P. W. Bridgman, the originator of operational analysis, distinguishesseveral
kinds of operation that may be invoked in specifying the meanings of scientific
terms.2 The principal ones are what he calls instrumentaloperations.These
consist in the use of various devices of observation and measurement,and

(ii) paper-and-pencil operations, verbal operations, mental experiments, and
the like—this group is meant to include, among other things, the techniquesof
mathematical and logical inference as well as the use of experiments—in-imagin'
ation. For brevity, but also by way of suggesting a fundamental similarity
among the procedures of the second kind, I shall refer to them as symbolicoper­
ations.

The concepts of operation and of operational definition serve to state the
basic principles of operational analysis, of which the following are of special
importance.

1) “Meanings are operational.” To understand the meaning of a term, WC
must know the operational criteria of its application,3 and every meaningful
scientific term must therefore permit of an operational definition. Such defin­
ition may refer to certain symbolic operations and it always must ultimately
make reference to some instrumental operation.‘1

2) To avoid ambiguity, every scientific term should be defined by means
of one unique operational criterion. Even when two different operationalpro­
cedures (for instance, the optical and the tactual ways of measuring length)have
been found to yield the same results, they still must be considered as defining
different concepts (for example, optical and tactual length), and these should
be distinguished terminologically because the presumed coincidence of the
results is inferred from experimental evidence, and it is “not safe" to forget that
the presumption may be shown to be spurious by new, and perhaps more precise,
experimental data.5

3) The insistence that scientific terms should have unambiguously specifiablc
operational meanings serves to insure the possibility of an objective test for the

1. P. W. Bridgman, "Some General Principles of Operational Analysis" and “Rejoinders
and Second Thoughts," PsychologicalReview, 52, 246 and 281 (1945); “The Nature of Some
of our Physical Concepts," Britishjournal for the Philosophy (y‘Science1, 258 (1951).

2. “Operational Analysis," Philosophy of Science 5, 123 (1938); Britishjournal for
the Philosophy of Science 1. 258 (1951).

3. Philomphy of Science 5, 116 (1938).

_4. Britishjournal for the Philosophy of Science 1, 260 (1951).
S. TheLogicingodeni Physics,New York, Macmillan, 1927, pp. 6, 23-24; Philosophy

(y‘Science5, 121 (1938) ; PsychologicalReview, 52, 247 (1945); “The Operational AspectofMean­
iug," Synthése 8, 255 (1950-51).
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hypothesesformulated by means of those terms“. Hypotheses incapable of opera­
tionaltestor, rather, questions involving untestable formulations, are rejected
ismeaningless:“Ifa specific question has meaning, it must be possible to find
operationsby which an answer may be given to it. It will be found in many cases
thattheoperationscannot exist, and the question therefore has no meaning."7

Theemphasison “operational meaning" in scientifically significant discourse
hasunquestionablyafforded a salutary critique of certain types of procedure
inphilosophyand in empirical science and has provided a strong stimulus for
methodologicalthinking. Yet, the central ideas of operational analysis as stated
bYtheirproponents are so vague that they constitute not a theory concerning
thCuntureof scientific concepts but rather a program for the development of
suchatheory.They share this characteristic with the insistence of logical empiri­
cisnithat all significant scientific statements must have experiential import,
thatthelatter consists in testability by suitable data of direct observation, and
thatsentenceswhich are entirely incapable of any test must be ruled out as
meaningless“pseudo-hypotheses.” These ideas, too, constitute not so much a
thesisor a theory as a program for a theory that needs to be formulated and
amplifiedin precise terms.

Anattemptto develop an operationist theory of scientific concepts will have
‘0dealwith at least two major issues: the problem of giving a more precise
CXplicationof the concept of operational definition; and the question whether
operationaldefinition in the explicated sense is indeed necessary for, and ade­
quateto, the introduction of all nonobservational terms in empirical science.

Iwishto present here in brief outline some considerations that bear on these
problems.The discussion will be limited to the descriptive, or extralogical,
vocabularyof empirical science and will not deal, therefore, with Bridgman’s
ideasconcerning the status of logic and mathematics.

2. A BROADENEDCONCEPTION OF OPERATIONAL DEFINITION
ANDOF THE PROGRAM OF OPERATIONAL ANALYSIS

The terms ‘operational meaning' and ‘operational definition', as well as
manyof the pronouncements made in operationist writings, convey the sug­
gestionthat the criteria of application for any scientific term must ultimately
referto theoutcome of some specifiedtype of manipulation of the subject matter
under investigation. Such emphasis would evidently be overly restrictive.
Anoperationaldefinition gives experiential meaning to the term it introduces
becauseit enables us to decide on the applicability of that term to a given case by
observingthe response the case shows under specifiable test conditions. Whether

6. P. W. Bridgman, PsychologicalReview 52, 246 (1945).
7. The Logic of Modem Physics, p. 28.
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these conditions can be brought about at will by “instrumental operations"or
whether we have to wait for their occurrence is of great interest for thepractice
of scientific research, but is it inessential to securing experiental import for the
defined term; what matters for this latter purpose is simply that the relevanttest
conditions and the requisite response be of such kind that different investigators
can ascertain, by direct observation and with reasonably good agreement,
whether, in a given case, the test conditions are realized and whether the char­
acteristic response does occur.

Thus, an operational definition of the simplest kind—one that, roughly
speaking, refers to instrumental operations only—le have to be construed
more broadly as introducing a term by the stipulation that it is to applyto all
and only those cases which, under specified observable conditions S, showa
characteristic observable response R.

However, an operational definition cannot be conceived as specifyingthat
the term in question is to apply to a given case only if S and R actuallyOCCllI
in that case. Physical bodies, for example, are asserted to have masses,tempera­
tures, charges, and so on, even at times when these magnitudes are not being
measured. Hence, an operational definition of a concept will have to be under­
stood as ascribing the concept to all those cases that wouldexhibit the character­
istic response if the test conditions shouldbe realized. A concept thus characterized
is clearly not “synonymous with the corresponding set of operations".8It
constitutes not a manifest but a potential character, namely, a dispositionto
exhibit a certain characteristic response under specified test conditions.

But to attribute a disposition of this kind to a case in which the specifiedtest
condition is not realized (for example, to attribute solubility-in—waterto a lump
of sugar that is not actually put into water) is to make a generalization,and thls
involves an inductive risk. Thus, the application of an operationally defined
term to an instance of the kind here considered would have to be adjudged“not
safe" in precisely the same sense in which Bridgman insists it is “not safe"to
assume that two procedures of measurement that have yielded the sameresults
in the past will continue to do so in the future. It is now clear that if we wch
to reject any procedure that involves an inductive risk, we would be prevented
not only from using more than one operational criterion in introducing a given
term but also from ever applying a disposition term to any case in which the
characteristic manifest conditions of application are not realized; thus, the use
of dispositional concepts would, in effect, be prohibited.

8. P. W. Bridgman, ibid., p. S; subsequently qualified by Bridgman in his reply, Philosophy
of Science5, 117 (1938), to R. B. Lindsay. “A Critique of Operationalism in Physics."
Philosophy qf Srieme 4, (1937). The qualification was essentially on the ground, quite different
from that given in the present paper, that operational meaning is only a necessary,but
presumably not a sufficient characteristic of scientific concepts.
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Afewremarksmight be added here concerning the noninstrumental opera­
tionscountenancedfor the introduction especially of theoretical terms. In
operationistwritings, those symbolic procedures have been characterized so
vaguelyastopermit the introduction, by a suitable choice of “verbal” or “mental”
operations,of virtually all those ideas that operational analysis was to prohibit
asdevoidof meaning. To meet this difficulty, Bridgman has suggested a distinc­
tionbetween“good” and “bad” operations;° but he has not provided a clear
criterionfor this distinction. Consequently, this idea fails to plug the hole in the
operationistdike.

Ifthe principlesof operationism are to admit the theoretical constructs of
sciencebut to rule out certain other kinds of terms as lacking experiential, or
operational,meaning, then the vague requirement of dcfmability by reference
toinstrumentaland “good” symbolic operations must be replaced by a precise
characterizationof the kinds of sentences that may be used to introduce, or
specifythe meanings of, “meaningful” nonobservational terms on the basis of
theobservationalvocabulary of science. Such a characterization would eliminate
thepsychologisticnotion of mental operations in favor of a specification of the
logico—mathematicalconcepts and procedures to be permitted in the context
ofoperationaldefinition.

Thereferencejust made to the observational vocabulary of science is essential
totheideaof operational definition; for it is in terms of this vocabulary that the
testconditionsand the characteristic response specified in an operational defini­
tionaredescribedand by means of which, therefore, the meanings of operation­
allydefinedterms are ultimately characterized. Hence, the intent of the original
operationistinsistenceon intersubjective repeatability of the defining operations
willbe respectedif we require that the terms included in the observational
vocabularymust refer to features that are directly and publicly observable—
thatis,whosepresence or absence can be ascertained, under suitable conditions,
bydirectobservation, and with good agreement among different observers.10

9. P.W. Bridgman, PhilosophyofSn'enre 5, 126(1938); “Some Implications of Recent Points
ofViewin Physics," Revue Internationale de Philosophie 3, 484 (1949). The intended distinction
betweengoodand bad operations is further obscured by the fact that in Bridgman's discussion
themeaningof“good operation" shifts from what might be described as“opcration whose use
inoperationaldefinition insures experiential meaning and testability" to “scientific procedure—­
insomevery broad sense—which leads us to correct predictions."

10.The condition thus imposed upon the observational vocabulary of science is of a
pragmaticcharacter: it demands that each term included in that vocabulary be ofsuch a kind
thatundersuitableConditions, different observers can, by means of direct observation, arrive
atahighdegreeofagrecmcnt on whether the term applies to a given situation. The expression
“coincideswith' as applicable to instrument needles and marks on scales of instruments is an
exampleofa term meeting this condition. That human beings are capable of developing ob—
servationalvocabulariesthat satisfy the given requirement is a fortunate circumstance: without
it, scienceas an intersubjective enterprise would be impossible.
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In sum, then, a precise statement and elaboration of the basictenetsofopera­
tionism requires an explication of the logical relationships between theoretical
and observational terms, just as 2 precise statement and elaboration of the basic
tenets of empiricism requires an explication of the logical relationshipsconnecting
theoretical sentences with observation sentences describing potential data of
direct observation.

3. SPECIFICATION OF MEANING BY EXPLICIT DEFINITION AND
BY REDUCTION

Initially, it may appear plausible to assume that all theoretical terms usedin
science can be fully defined by means of the observational vocabulary. Thereare
various reasons, however, to doubt this assumption.

First of all, there exists a difficulty concerning the definition of the scientific
terms that refer to dispositions—and, as is noted in a foregoing paragraph. 311
the terms introduced by operational definition have to be viewed asdispositional
in character. Recent logical studies strongly suggest that dispositions can be
defined by reference to manifest characteristics, such as those presented by the
observational vocabulary, only with help of some “nomological modality"
such as the concept of nomological truth, that is, truth by virtue of generallaws
of nature.11But a concept of this kind is presumably inadmissible under opera­
tionist standards, since it is neither a directly observable characteristic nor defin­
able in terms of such characteristics.

Another difficulty arises when we attempt to give full definitions, in termsof
observables, for quantitative terms such as ‘length in centimeters’, ‘durationin
seconds’, ‘temperature in degrees Celsius’. In scientific theory, each of theseis
allowed to assume any real-number value within a certain interval; and the

11. To illustrate briefly, it seems reasonable, primafacie, to define ‘x is soluble in water’
by ‘if x is put in water then x dissolves' But if the phrase ‘if . . . then . . .’, is here construedas
the truth-functional, or "material," conditional, then the objects qualified assolubleby thedefin­
ition include, among others, all those thth that are never put in water—no matter whetheror
not they are actually soluble in water. This consequence—one aspect of the “paradoxes of
material implication"—can be avoided only if our conditional definiens is construed in a more
restrictive fashion. The idea suggests itselfof construing ‘x is soluble in water’ as short for 'by
virtue of some general laws of nature, :cdissolvesifx is put in water', or briefly, 'it is nomologi­
cally true thatifx isput in water then xdiasolvcs', The phrase ‘if. . . then. . . ', may now beunder­
stood in the truth-functional sense again. However, the acceptability of this analysisdepends,
of course, upon whether noniological truth can be considered as a sufficientlyclear concept. For
a fuller discussionof this problem compch seeespeciallyR. Carnap, “Testability and Meaning,"
Philosophyof Srieme 3 (1936) and 4 (1937)and N. Goodman, “The Problem ofCounterfactual
Conditionals," journal of Philosophy44(1947).
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questiontherefore arises whether each of the infinitely many permissible values,
sayof length, is capable of an operational specification of meaning. It can be
shownthat it is impossible to characterize every one of the permissible numerical
valuesby some truth-functional combination of observable characteristics,
sincethe existence of a threshold of discrimination in all areas of observation

allowsfor only a finite number of nonequivalent combinations of this
kind.12

Difficultiessuch as these suggest the question whether it is not possible to
conceiveof methods more general and more flexible than definition for the
introductionof scientific terms on the basis of the observational vocabulary.

Onesuch method has been developed by Carnap. It makes use of so—called
reductionsentences, which constitute a considerably generalized version of
definitionsentencesand are especially well suited for a precise reformulation of
theintentofoperational definitions. As we noted earlier, an operational definition
0fthesimplestkind stipulates that the concept it introduces, say C, is to apply
to thoseand only those cases which, under specified test conditions S, show a
Certaincharacteristic response R. In Carnap’s theory this stipulation is replaced
by the sentence

(1) Sx —>(Cx E Rx)

0f.in words: If a case x satisfies the test condition S, then x is an instance of C

Ifandonly if x shows the response R. Formula 1, called a bilateral reduction
sentence,isnot a full definition (which would have to be of the form ‘CxE. . . ,
With‘Cx’constituting the definiendum); it specifies the meaning of ‘Cx’, not
forallcases,but only for those that satisfy the condition S. In this sense, it con­

12. In other words, it is not possible to provide, for every theoretically permissible valuc '
ofthelength l(x) of a rod x, a de5nition of the form

[1(x)= r] = d,C(P1x,p,x, . ..,P,,x)

whereP1,P2, . . ., P" are observable characteristics, and the definiens is an expression formed
from‘Plx’,‘sz,’. . . ., ‘an' by means of the connective words ‘and’, ‘or,’ and ‘not' alone.

It isworth noting, however, that if the logical constants allowed in the definiens include,
inadditionto truth-functional connectives, also quantifiers and the identity sign, then 3 Elite
observationalvocabulary may permit the explicit definition of a denumerable infinity of
furtherterms. For instance, if ‘x spatially contains y' and ‘y is an apple' are included in the obser­
vationalvocabulary, then it is possible to define the expressions ‘1:contains 0 apples’, ‘1:contains
exactly1apple', ‘1:contains exactly 2 apples', and so forth, in accordance with the Frege—Russell
definitionof natural numbers. Yet even if definitions of this type are countenanced—and no
doubttheyare in accord with the intent ofoperationist analysis-there remain serious obstacles
foranoperationistaccount of the totality of real numbers which are permitted as theoretical
valuesof length, mass, and so forth. On this point, see C. G. Hempel, Fundamentalsof Concept
Formationin Empirical Science(Chicago: University of Chicago Press, 1952), see. 7.
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stitutes only a partial, or conditional, definition for C .13If‘S' and ‘R’belongtothe
observational vocabulary of science, formula 1 schematizes the simplesttype
of operational definition, which invokes (almost) exclusively instrumental
operations or, better, experiential findings. Operational definitions that also
utilize symbolic operations would be represented by chains of reduction sentences
containing logical or mathematical symbols. Some such symbols occur even
in formula 1, however; and clearly, there can be no operational definitionthat
makes use of no logical concepts at all.

4. INTERPRETATIVE SYSTEMS

Once the idea of a partial specification of meaning is granted, it appears
unnecessarily restrictive, however, to limit the sentences effecting such partial
interpretation to reduction sentences in Carnap’s sense. A partial specification
of the meanings of a set of nonobservational terms might be expressed,more
generally, by one or more sentences that connect those terms with the observa­
tional vocabulary but do not have the form of reduction sentences.Andit seems

well to countenance, for the same purpose, even stipulations expressedby sen­
tences containing only nonobservational terms; for example, the stipulation
that two theoretical terms are to be mutually exclusive may be regardedasa
limitation and, in this sense, a partial specification of their meanings.

Generally, then, a set of one or more theoretical terms, t1, t2, . . . , t,,,might
be introduced by any set M of sentences such that M contains no eXtralogical
terms other than t1,t2, . . . , tn,and observation terms, (ii) M is logically consistent,
and (iii) M is not equivalent to a truth of formal logic. The last two of these
conditions serve merely to exclude trivial extreme cases. A set of M of this
kind will be referred to briefly as an interpretative system, its elements as interpre­
tative sentences.

Explicit definitions and reduction sentences are special types of interpretative
sentences, and so are the meaning postulates recently suggested by Kemeny and
Carnap.“

13. The use of reduction sentences circumvents one of the difficulties encountered in the

attempt to give explicit and, thus, complete definitions of disposition terms: the conditional
and biconditional signs occurring in formula 1 may be construed truth-functionally without
giving rise to undesirable consequences of the kind characterized in footnote 11. For details,
see R. Camap, “Testability and Meaning,” sections 5-10; also C. G. Hempel, Fundamentalsof
Concept Formation in Empirical Science, sections 6 and 8. Incidentally, the use of nomological
concepts isnot entirely avoided inCarnap's procedure; the reduction sentencesthat arepermitted
for the introduction of new terms are required to satisfycertain conditions of logicalor of nomo—
logical validity. See R. Carnap, “Tcstability and Meaning,” pp. 442-443.

14. j. G. Kemeny, “Extension of the Methods of Inductive Logic,” PhilosophicalStudies3
(1952); R. Camap, “Meaning Postulatcs," ibid. 3 (1952).
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Theinterpretative sentences used in a given theory may be viewed simply
aspostulatesof that theory,15 with all the observation terms, as well as the terms
introducedby the interpretative system, being treated as primitives. Thus con­
strued,the specification of the meanings of nonobscrvational terms in science
resembleswhat has sometimes been called the implicit definition of the primi­
tivesof an axiomatized theory by its postulates. In this latter procedure, the
primitivesare all uninterpreted, and the postulates then impose restrictions on
anyinterpretationof the primitives that can turn the postulates into true sentences.
Suchrestrictionsmay be viewed as partial specifications of meaning. The use of
interpretativesystems as here envisaged has this distinctive peculiarity, however:
theprimitivesinclude a set of terms—the observation terms—which are ante­
cedentlyunderstood and thus not in need of any interpretation, and by reference
to whichthe postulates effect a partial specification of meaning for the re­
maining,nonobscrvational, primitives. This partial specification again consists
inlimitingthose interpretations of the nonobscrvational terms that will render
thepostulates true.

5. IMPLICATIONS FOR THE IDEA OF EXPERIENTIAL MEANING
ANDFOR THE DISTINCTION OF ANALYTIC AND SYNTHETIC
SENTENCESIN SCIENCE

Ifthe introduction of nonobscrvational terms is conceived in this broader

fashion,which appears to accord with the needs of a formal reconstruction of
thelanguageof empirical science, then it becomes pointless to ask for the opera­
tionaldefinitionor the experiential import of any one theoretical term. Explicit
definitionby means of observables is no longer generally available, and ex­
periential—oroperational—meaning can be attributed only to the set of all the
nonobscrvationalterms functioning in a given theory.

Furthermore, there remains no satisfactory general way of dividing all
conceivablesystems of theoretical terms into two classes: those that are scien­
tificallysignificantand those that are not; those that have experiential import and
thosethat lack it. Rather, experiential, or operational, significance appears as
capableof gradations. To begin with one extreme possibility: the interpretative
systemM introducing the given terms may simply be a set of sentences in the
formof explicit definitions that provide an observational equivalent for each
ofthoseterms. In this case, the terms introduced byM have maximal experien­
tialsignificance,as it were. In another case,M might consist of reduction sentences
for the theoretical terms; these will enable us to formulate, in terms of obser­

15. For the caseof Carnap's reduction sentences, the postulational interpretation was sugges­
ted to me by N. Goodman and by A. Church.
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vables, a necessary and a (different) sufficient condition of application for each
of the introduced terms. Again M might contain sentencesin the form ofdefin­
itions or reduction sentences for only some of the nonobservational termsit
introduces. And finally, none of the sentences in M might have the formofa
definition or of a reduction sentence; and yet, a theory whose termsare intro­
duced by an interpretative system of this kind may well permit of testby ob­
servational findings, and in this sense, the system of its nonobservationalterms
may possessexperiential import.m

Thus, experiental significance presents itself as capable of degrees, and any
attempt to set up a dichotomy allowing only experientially meaningfuland
experientially meaningless concept systems appears as too crude to be adequate
for a logical analysis of scientific concepts and theories.

Interpretative systems afford a more inclusive method of introducing
theoretical terms than the method of meaning postulates developedby CamP
and Kemeny. For although meaning postulates are conceived as analyticand
hence as implying only analytic consequences, an interpretative system may
imply certain sentences which contain observation terms but no theoretical

terms and which are neither formal truths of logic nor analytic in the customary
sense. Consider, for example, the following two interpretative sentences,whiCh
form what Car'nap calls a reduction pair, and which interpret ‘C’ by mm
of observation predicates, ‘RI', ‘Sl’, ‘Ra’, ‘Sa’:

(2.1) Slx —>(Rlx —>Cx)

(2.2) Sax —>(Rex -> ~ Cx).

Since in no case the sufficient conditions for C and for ~C (non-C) canbesatisfied
jointly, the two sentences imply the consequence 1"that, for every casex.

16. This is illustrated by the following simple model case: The theory Tconsistsof thesen­
tence ‘(x) ((C,x . ng)—-> Cg)’ and its logical consequences; the three “theoretical” terms
occurring in it are introduced by the interpretative set M consisting of the sentences0116-)
(C11:. Cg)’ and ‘(C‘x . sz) —>(0,3: v O,x)', where '0", ‘O,’, ‘O,’ belong to the observa­
tional vocabulary. As is readily seen, T permits, by virtue of M, the "prediction" that ifanobject
has the observable proberty 01 but lacks the observable property 0,, then it will have the
observable property 0,. Thus Tis susceptibleto experiential test, although M providesfornone
of its constituent terms both a necessary and a sufficient observational, or operational, criterion
of application.

17. Carnap calls it the representative sentence of the pair of formulas 2.1 and 2.2. SeeR.
Carnap, “Testability and Meaning,” p. 444and p. 451.Generally, whena termisintroducedby
several reduction sentences representing different operational criteria of application, then the
agreement among the results of the corresponding procedures, which must be presupposedif
the reduction sentences are all to be compatible with one another, is expressed by the represent­
ative sentence associated with the given set of reduction sentences. The representative sentence
reflects, therefore, the inductive risk which, as Bridgman has stressed, is incurred by usingmore
than one operational criterion for a given term.
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thatis,no casex exhibits the attributes 81, R1, 82, R2 jointly. Now,anassertion
ofthiskindisnot a truth of formal logic, nor can it generally be viewed as true
solelybyvirtueof the meanings of its constituent terms. Carnap therefore treats
thisconsequenceof formulas 2.1 and 2.2 as empirical and as expressing the factual
contentof the reduction pair from which it was derived. Occurrences of this
kindareby no means limited to reduction sentences, and we see that in the use
ofinterpretativesystems, specification of meaning and statement of empirical
fact—twofunctions of language often considered as completely distinct—
becomeso intimately bound up with each other as to raise serious doubt about
theadvisabilityor even the possibility of preserving that distinction in a logical
reconstrucrionof science. This consideration suggests that we dispense with
thedistinction,so far maintained for expository purposes, between the inter­
pretativesentences,included in M, and the balance of the sentences constituting
a scientifictheory: we may simply conceive of the two sets of sentences as
constitutingone “interpreted theory."

Theresultsobtained in this brief analysis of the operationist view of signifi­
cantscientificconcepts are closely analogous to those obtainable by a similar
studyof the logical empiricist view of significant scientific statements, or
hypotheses.18In the latter case, the original requirement of full verifiability or
fullfalsifiabilityby experiental data has to give way to the more liberal demand
forconfirmability—thatis, partial verifiability. This demand can be shown to be
properlyapplicableto entire theoretical systems rather than to individual hypo­
theses—apoint emphasized, in effect, already by Pierre Duhem. Experiential
significanceis then seen to be a matter of degree, so that the originally intended
sharpdistinctionbetween cognitively meaningful and cognitively meaningless
hypotheses(or systems of such) has to be abandoned; and it even appears doubt­
fulwhether the distinction between analytic and synthetic sentences can be
effectivelymaintained in reference to the language of empirical science.

18..Cf. the essay “Empiricist Criteria of Cognitive Significance: Problems and Changes"
in thepresentvolume. On the notion of analyticity, see W. V. Quine, “Two Dogmas of
Empiricism", Philosophical Review, 60 (1951).
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6.FUNDAMENTALS OF

TAXONOMY

1. INTRODUCTION

HIS PAPER1 attempts to provide a systematic background for a dis­
cussionof the taxonomy2 of mental disorders. To this end, it analyzes the

basiclogical and methodological aspects of the classificatory procedures used
in variousbranches of empirical science and indicates some implications which
thatanalysisseems to suggest for the taxonomic problems of psychiatry.

2. CLASSESAND CONCEPTS

A classification,as is well known, divides a given set or class of objects into
subclasses.The objects are called the elements or membersof the given set; the set
itselfwill also be referred to as the universe of discourse, especially when it is
assumedto contain as its elements all the objects with which a given investiga­
tion is concerned.

The objects of a classification may be concrete things such as stars, crystals,

1. The following is the substance of a paper read at the Work Conference on Field Studies
in the Mental Disorders held in New York in February, 1959, under the auspices of the
American Psychopathological Association. The present text incorporates some changes
I made in the original version as a result Ofthe discussion of my paper. The papers read at the
Conference,some of which I refer to by the names of their authors, were published in
Zubin (1961),which also contains a record of the discussion.

2. The term ‘taxonomy’often serves as a synonym for ‘classification'; but I will here use the
words‘taxonomy’ and 'taxonomic' primarily to refer to the theoryof classificatoryprocedures
and systems.The two concepts thus distinguished are more fully characterized in the foreword
of Gregg's study (1954),where “taxonomy proper” is contrasted with "methodological tax­
onomy”.

[137]
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organisms, books, and so on; or they may be abstract entities such as numbers,
kinship systems, political ideologies, religions, or philosophical doctrines.

Each of the subclasses provided for in a given classification may be thought
of asdefined by the specification of necessary and sufficient conditionsof member­
ship in it, i.e., by stating certain characteristics which all and only the members
of this class possess. Each subclass is thus defined by means of (more precisely,
as the extension of) a certain concept,which represents the complexofcharacter­
istics essential for membership in that subclass. For example, in the divisionof
positive integers into prime and composite numbers, the condition of member­
ship in the former of these subclasses is that the number in question be greater
than 1 and be an integral multiple only of 1 and of itself. These characteristics
determine the concept of prime number, and the corresponding classis the
extension of this concept.

Similarly, each of the hierarchically ordered groups (cohorts, orders,families,
tribes, genera, species, etc.) in a classification of mammals may be regardedas
the extension of a corresponding concept, such as the concepts of marsupial,
bat, primate, and so on.

Analogously, the subclasses established by a particular taxonomic systemof
mental disorders are determined by the different kinds of mental illnesscon­
ceptually distinguished in the system; for example, in the system of the Diag­
nosticand Statistical Manual of the American Psychiatric Association, the specifi­
cation of the concept of psychotic depressive reaction serves to determine
the class of those individuals to whom the concept applies, i.e., who sufferfrom
that type of reaction. As this example illustrates, the objects of classificationin
psychiatric taxonomy are not the various kinds of mental disorder, but indi­
vidual cases, which are assigned to various classes according to the kinds of
mental disorder they exemplify. This construal accords perfectly with the
conception of diagnosisas the assignment of individual casesto particularclassesin
a taxonomic system of diseases; and it is definitely called for by the usemadeof
psychiatric classifications in medical statistics, which is concerned with the dis­
tribution of individual cases over the various classes provided in a classificatory
system, such as that of the International Statistical Classification cf Diseasesor that
of the Diagnosticand Statistical Manual.

An individual case of the kind here referred to is best understood to bea

particular human being at a given time, or during a given time span, in hislife
history: this construal allows for the possibility that a person may belongto a
class representing a certain illness at some time, but not at all times, during his
life. (By contrast, the elements classified by a taxonomic system in biologyare
best considered to be individual organisms during their total life spans.)

Alternative ways of dividing a given universe of discourse into subclasses
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correspondto the use of alternative sets of concepts in singling out similarities
and differences among the objects under consideration. Thus, the different

typologiesof physique and of temperament which have been developed from
antiquityto the present employ different sets of concepts to classifyor to type a
givenperson. For example, one system of classifying individuals according to
theirtemperaments is based on the concepts of extraversion and introvcrsion,
anotheron those of cerebrotonia, viscerotonia and somatotonia; another on the

conceptsof cycloid and schizoid temperaments, and so on; and the resulting
Classihcatoryor typological schemes differ accordingly.

Thus, the specification of a classificatory system requires a corresponding
setof classificatory concepts: Each class provided for in the system is the ex­
tensionofone of these concepts; i.e., it consists ofust those objects in the universe
0fdiscoursewhich possess the specific characteristics which the concept repre­
sents.Hence, the establishment of a suitable system of classification in a given
domainof investigation may be considered as a special kind of scientific con­
Ceptformation. It seems reasonable therefore, in a methodological study of
taxonomy,first to examine the basic functions of scientific concepts in general
and then to consider what demands those intended functions impose upon
Classificatoryconcepts.

In our discussion, we will distinguish, in a manner widely accepted in con­
temporarylogic, between conceptsand the terms that stand for them; for example,
theterm ‘soluble in alcohol’ which is a linguistic expression, stands for the con­
ceptofsolubilityin alcohol, which isa property of certain substances.Collectively,
thetermsused by empirical science in general or by one of its branches will be
referred to as its vocabulary.

3. DESCRIPTIONAND THEORETICAL SYSTEMATIZATION ASTWO
BASICFUNCTIONS OF SCIENTIFIC CONCEPTS

BroadlySpeaking. the vocabulary of science has two basic functions: first, to
permitan adequate descriptionof the things and events that are the objects of
scientificinvestigation; second, to permit the establishment of general laws or
theoriesby means of which particular events may be explainedand predictedand
thus scientificallyunderstood; for to understand a phenomenon scientifically is
to showthat it occurs in accordance with general laws or theoretical principles.

In fact, granting some oversimplification, the development of a scientific
disciplinemay often be said to proceed from an initial “natural history” stage,3

3. This suggestive term is borrowed from Northrop (1947), especially chapters 3 and 4,
wherea distinctionis drawn between “the natural history stage of inquiry" and the "stage of
deductiver formulated theory".
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which primarily seeks to describe the phenomena under study and to establish
simple empirical generalizations concerning them, to subsequent more and
more “theoretical” stages, in which increasing emphasis is placed uponthe
attainment of comprehensive theoretical accounts of the empirical subject
matter under investigation. The vocabulary required in the early stagesof this
development will be largely observational: It will be chosen so as to permitthe
description of those aspects of the subject matter which are ascertainablefairly
directly by observation. The shift toward theoretical systematizationismarked
by the introduction of new, “theoretical” terms, which refer to varioustheoreti­
cally postulated entities, their characteristics, and the processesin whichthey
are involved; all these are more or less removed from the level of directlyob­
servable things and events. For example, the electric and magnetic fieldsof

physics, and the propagation of waves in them; chemical valences;molecular
and atomic structures; elementary physical particles; quantum states:all these
are typical of the sorts of things and processes to which the theoreticalvocabulary
of physics and of chemistry refers.

In medical science, the development from a predominantly descriptiveto
an increasingly theoretical emphasis is reflected, for example, in the transition
from a largely symptomatological to a more and more etiologicalpointofview.
Etiology Should not be conceived as dealing with the “causes” of diseasein a
narrow sense of that term. In the physical sciences, the search for causesin that
sense has been replaced by a search for explanatory laws and theories; and
eti010gy has been moving in the same direction. Indeed, the various theoretical

approaches to disease have brought with them a variety of theoreticalconcepts.
For example, the Diagnostic and Statistical Manual characterizes the conceptof
conversion reaction as follows:

Instead of being experienced consciously, . . . the impulse causing the anxiety is
“converted” into functional symptoms in organs or parts of the body, usuallythose
that are mainly under voluntary control. The symptoms serve to lessenconscious

(felt) anxiety and ordinarily are symbolic of the underlying mental conflict.Such
reactions usually meet immediate needs of the patient and are, therefore, associated
with more or less obvious “secondary gain.” (pp. 32-33.)

Clearly, several of the terms used in this passage refer neither to directlyob­
servable phenomena, such as overt behavior, nor to responses that can beelicited

by suitable stimuli, but rather to theoretically assumed psychodynamic factors.
Those terms have a distinct meaning and function only in the context of a
corresponding theory; just as the terms ‘gravitational field’, ‘gravitational

otential’, and so on have a definite meaning and function only in the context
of a corresponding theory of gravitation.
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Letusnowsurvey some of the requirements which the two major objectives
ofdescriptionand theoretical systematization impose upon scientific concepts,
andinparticularupon concepts used for classifactory purposes.

4.EMPIRICALIMPORT OF SCIENTIFIC TERMS: OPERATIONAL
DEFINITION

Scienceaims at knowledge that is objective in the sense of being intersub­
jectivelycertifiable,independently of individual opinion or preference, on the
basisofdata obtainable by suitable experiments or observations. This requires
thattheterms used in formulating scientific statements have clearly specified
nlfailingsand be understood in the same sense by all those who use them. One
Ofthemainobjections against various types of contemporary psychodynamic
theories,forexample, is that their central concepts lack clear and uniform criteria
Ofapplication,and that, as a consequence, there are no definite and unequivocal
waysofputting the theories to a test by applying them to concrete cases.

Amethodthat has been widely recommended to avoid this kind of deficiency
istheuseof so-called operational definitions for scientific terms. The idea was first
setforthvery explicitly by the physicist P. W. Bridgman in his book, The
LogicOfModemPhysics. An operational definition for a given term is conceived
asprovidingobjective criteria by means of which any scientific investigator
Candecide,for any particular case, whether the term does or does not apply.
To thisend, the operational definition specifies a testing "operation" T that
canbeperformedon any case to which the given term could conceivably apply,
andacertainoutcome 0 of the testing operation, whose occurrence is to count
asthecriterionfor the applicability of the term to the given case. Schematically,
311Operationaldefinition of a scientific term S is a stipulation to the effect that S
is‘0applyto all and only those casesfor which performance of test operation T
yieldsthe specifiedoutcome 0. To illustrate: A simple operational definition of
thetermharderthan as used in mineralogy might specify that a piece of mineral x
iscalledharderthan another piece of mineral y if the operation of drawing a
sharppointof orunder pressure across a smooth surface of y has as its outcome a
scratchon y, whereas y does not thus scratch x. Similarly, an operational defini­
tionof length has to specify rules for the measurement of length in terms of
publiclyperformable operations, such as the appropriate use of measuring rods.
Again,phenylpyruvic oligophrenia might be operationally defined by reference
tothe"operation" of chemically testing the urine of the person concerned for the
presenceof phenylpyruvic acid; the “outcome” indicating the presence of the
condition(and thus the applicability of the corresponding term) is simply a
positiveresult of the test. Most diagnostic procedures used in medicine are based
on operationalcriteria of application for corresponding diagnostic categories.
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There are exceptions, however: For example, it has been suggested that the
occurrence of a characteristic “praecox-fccling" in the investigator may count
as one indication of dementia praecox in the patient he is examining; but this
idea does not meet the requirements of operationism because the occurrence
of the specified outcome, the praecox-feeling in regard to a given patient,isnot
independent of the examiner.

Bridgman argues in effect that if the meanings of the terms used in a scientific
discipline are operationally specified then the assertions made by that discipline
are capable of objective test. If, on the other hand, a proposed problem or hypo­
thesis is couched in terms some of which are not thus tied to the firm groundof
operationally ascertainablc data, operationism rejects it as scientificallymeaning­
less because no empirical test can have any bearing on it, so that the proposed
formulation in turn can have no possible bearing on empirical subjectmatter
and thus lacks empirical import.‘I The operationist insistence that meaningful
scientific terms should have definite public criteria of application is thus closely
akin to the empiricist insistence that meaningful scientific hypotheses and
theories should be capable, in principle, of intersubjective test by observational
data.

The methodological tenets of operationism and empiricism have met with
especially keen, and largely favorable, interest in psychology and sociology.
Here, an operational specification of meaning is often achieved by formulating
definite testing procedures that are to govern the application of terms suchas
‘IQ’ and of terms pertaining to various aptitudes and attitudes.

The concern of many psychologists and social scientists with the reliability
of their terms reflectsthe importance attributed to objectivity of use:Thereliability
of a concept (or of the corresponding term) is usually understood asan indicator
of two things: the consistency shown in its use by one observer, and the agree—
ment in the use made of it by different observers. The former feature is often
expressed in terms of the correlation between the judgments made by the same
observer when he is asked to judge the same case on several occasions; the latter
feature is expressed in terms of the correlations obtaining among thejudgments
of several observers judging the same cases; the "judgments" here referredto
being made in terms of the concept whose reliability is under consideration.

The operationist emphasis on clear and precise public criteria of application
for scientific terms is no doubt sound and salutary. But the customary formu­
lations of operationism require certain qualifications, two of which will be
briefly mentioned here because they are relevant to the subject matter of this
paper.

4. CE, for example, Bridgman, p. 28.
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First,theoperational criteria of application available for a term often amount
tolessthan a full definition. For example, criteria of application for the term
temperaturemay be specified by reference to the operation of putting a mercury
thermometerinto the appropriate place and noting its response; or by similar
useofanalcoholthermometer, or of a thermocouple, and so on. These instru­
mentshavediHerent, though partly overlapping, ranges within which they can
beused,and none covers the full range of theoretically possible temperatures.
Eachof them thus provides a partial definition, or better, a partial criterion of
application,for the term under consideration (or for the corresponding concept).
Suchpartialcriteria of application for the terms occurring in a given hypothesis
or theorywill often suffice to make an empirical test possible. Indeed, there are
reasonsto doubt the possibility of providing full operational definitions for all
theoreticalterms in science, and the operationist program needs therefore to be
liberalized,soasto call only for the specification of partial criteria of application.5

Secondly,if the insistence on an operational specification of meaning for
scientificterms is not to be unduly restrictive, the idea of operation has to be
takenin a very liberal sense which does not require manipulation of the objects
underconsideration: the mere observation of an object, for example, must be
allowedto count as an operation. For criteria of application for a term may well
bespecifiedby reference to certain characteristics which can be ascertained
withoutanytesting procedure more complicated than direct observation. Con­
sider,for example, the check list of characteristics which Sheldon gives for
dominantendomorphy. That list includes such directly observable features as
roundnessand softness of body; central concentration of mass; high, square
shoulderswith soft contours; short neck; short tapering limbs.o This is a satis­
factorywayof determining the concept of predominant endomorphy and thus
theclassof predominantly endomorphic individuals, provided that the terms
usedto specifythe distinctive characteristics of endomorphs have a reasonably
precisemeaning and are used, by all investigators concerned, with high inter­
subjectiveuniformity; i.e., provided that, for any given subject, there is a high
degreeof agreement among different observers as to whether or not the subject
hassoftbody contours, a short neck, tapering limbs, and so on. And indeed,
Bridgman’sinsistence on operational tests and their outcomes is no doubt
basicallyaimed at making sure that the criteria of application for scientific
conceptsbeexpressedin terms which have a very high uniformity of usage.

It wouldbe unreasonable to demand, however, that all the terms used in a

5. For a more detailed discussion of these issues, see Hempel (1958).
6. SeeSheldon, Stevens, and Tucker (1940). p. 37. For detailed somatotyping, measure­

mentof a number of diameters on the body surface, and thus the "operation" of applying
suitablemeasuring devices, is required; cf. lac. cit., chapter 3.
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given scientific discipline be given an operational specification of meaning;for
then, the process of specifying the meanings of the defining terms, and soforth,
would lead to an infinite regress. In any definitional context (quite independently
of the issue of operationism), some terms must be antecedently understood;and
the objectivity of science demands that the terms which thus serve asa basisfor
the introduction of other scientific terms should be among those usedwith a
high degree of uniformity by different investigators in the field.

For just this reason, the operational criteria of application for psychological
terms are usually formulated by reference to publicly observable aspectsof the
behavior a subject shows in response to a specified publicly observablestimulus
situation, and this does indeed seem to be the most satisfactory way of meeting
the demands of scientific objectivity. Reference to “operations” of a highly
introspective and subjective character does not meet the requirements of scien­
tific concept formation; for example, the operational reformulation of psycho­
analytic concepts proposed by Ellis,7 which relies on such "operations" as
thinking, remembering, emoting, and perceiving (in an enormously compre­
hensive sense)provides no clear criteria of application for the terms of psycho­
analysis and no objective ways of testing psychoanalytic hypotheses.

To apply the preceding considerations to the taxonomy of mentaldisorders:
Ifa classificatoryscheme is to be used with a high degree of uniformity by diff­
erent investigators, the concepts determining the various subclasseswill have
to possess clear criteria of application that can be stated in terms of publically
ascertainable characteristics. The importance of objective criteria of classification,
or of objective diagnostic criteria, seems to me to be strikingly illustratedby
observations made in some of the other papers prepared for this conference.For
example, Professor Stengel8 mentions in his contribution that among the cases
admitted to mental hospitals in England and Wales during 1949, a quite im­
probably small fraction were assigned to the categories 315 to 317(psychoneuroses
with somatic symptoms) of the International Statistical Classificationquiseases; and
the question arises whether lack of clearly specified criteria of applicationmay
not account in part for this apparent anomaly. Another case in point isProfessor
Greenberg’s observation that not infrequently, technicians, assistants,and even
coinvestigators engaged in a common research project differ among eachother
in their interpretations of the meanings of terms, disease conditions, and pro—
cedures when these are not specified in writing. In a similar vein, Professor
Stromgren notes that many of the controversies between research workersin
psychiatric demography can easily be traced back to inconsistencies of definition.

But while the formulation of more reliable criteria of application iscertainly

7. Cf. Ellis(1956).
8. This contribution and others, soon to be cited, are included in Zubin (1961).



Fmidamentalsof Taxonomy [ N S]

verydesirable,it is not, I am sure, always an easy task. Professor Stromgren
givessome illustrations of this point in his paper. It would therefore be un­
reasonableand self-defeating to insist on the highest standards of precision from
thebeginning;but it is important to aim at increasingly reliable criteria of
applicationfor the various categories distinguished in a classification of mental
disorders.

Inthe interestof this objective, it may be worth considering whether, or to
whatextent,criteria with valuational overtones are used in the specification of
psychiatricconcepts. Consider, for example, the characterization of the category
"Inadequatepersonality” as given in the Diagnostic and Statistical Manual (p. 35):
"Suchindividuals are characterized by inadequate response to intellectual,
emotional,social,and physical demands. They are neither physically nor mentally
8‘0de deficienton examination, but they do show inadaptibility, ineptness,
P00rjudgment, lack of physical and emotional stamina, and social incompat­
ibility."Such notions as inadequacy of response, inadaptability, ineptness, and
POorjudgment clearly have valuational aspects, and it is to be expected that
theirusein concrete cases will be influenced by the idiosyncrasies of the investi­
gator;thiswill reduce the reliability of these concepts and of those for which
theyserveas partial criteria of application.

Oneinteresting way of increasing uniformity in the intersubjective use of
certainclassificatory terms has been pointed out by Lazarsfeld and Barton:
Somekindsof classificatory judgment become more reliable when the "indi­
cators,”the criteria that serve to assign individual cases to specific classes, are
brokendown into several components. For example, when several classifiers
lUdgCchildren's adjustment, reliability will be increased by simply specifying
certainaspectsto which the classifiers are to pay attention, such as appearance
(whichin turn may be further characterized by means of such sub—indicatorsas
excessivelyuntidy hair and clothing, chewed fingernails, rigid facial expression);
reSpouseto interviews; attitude towards others and toward self. The authors
add,significantly, that despite the increase in objectivity thus achieved, there
Hisstillrequired, however, a certain body of common training and experience,
suchas might be found among trained child psychologists, to make a vague
procedurework at all well.”'

Another factor that may affect the reliability of classificatory criteria is
illustratedby the Rorschach test, the thematic apperception test, and similar
procedures,all of which may be regarded as providing operational criteria for
diagnosticpurposes. These tests differ from, say, intelligence or aptitude tests of
thecustomarykind in that they require a good deal of interpretation, and that

9. See Lazarsfeld and Barton (1951), especially pp. 166-167.
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there is no simple routine—performable, in principle, by a machine, asit were—
of noting the subject’s responses and combining them into an unequivocal
diagnosis that assigns the subject to some particular class.

Similar observations apply to Sheldon's typology of temperaments.For
diagnostic assignment of an individual subject to one of the various typesdis­
tinguished in the system, the examiner has to rate the subject with respectto a
specified list of traits; and while there is likely to be rather closeagreementamong
the ratings made by different examiners, Sheldon and Stevens10add thiscomment
on the procedure:

The later (diagnostic) use of the traits, considering the traits individually, is perhaps
about as objective and systematic as medical diagnosis. That is to say, we admit freely
that a subjective element is present—that no machine has been built which can make
a diagnosis of temperament.

However, the objectivity, or intersubjectivity, here under discussionis of
course a matter of degree, and it should be remembered that also the resultsof
such “operations” as observing an object by microscope or telescope,or a lung
via fluoroscope or indirectly through an X—rayphotograph, show intersubjectiVC
variation even among expert observers.11What matters is, I think, to be aware
of the extent to which subjective factors enter into the application of a givenset
of concepts, and to aim at a gradual reduction of their influence.

5. SYSTEMATIC IMPORT AND “NATURAL” CLASSIFICATION

But clear and objective criteria of application are not enough: to be scien­
tifically useful a concept must lend itself to the formulation of general lawsor
theoretical principles which reflect uniformities in the subject matter under
study, and which thus provide a basis for explanation, prediction, and generally
scientific understanding. This aspect of a set of scientific concepts will be called
its systematicimport, for it represents the contribution the concepts make to the
systematization of knowledge in the given field by means of laws or theories.

The requirement of systematic import applies, in particular, also to the con­
cepts that determine scientific classifications. Indeed, the familiar vague distinc­
tion between "natural" and “artificial” classifications may well be explicated
as referring to the difference between classifications that are scientificallyfruitful
and those that are not: in a classification of the former kind, those characteristics

of the elements which serve ascriteria of membership in a given classareassociated,
universally or with high probability, with more or less extensive clustersof

10. Sheldon and Stevens (1942), p. 426.
11. See Chapter 1 of Hanson (1958) for an instructive discussion of scientific seeing

and observing as “theory-laden" undertakings.
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othercharacteristics. For example, the two sets of primary sex characteristics
whichdetermine the division of humans into male and female are eachassociated.

bygenerallaws or by statistical connections, with a large variety of concomitant
physical,physiological, and psychological traits. It is understandable that a
classificationof this sort should be viewed as somehow having objective cx­
istencein nature, as “carving nature at the joints,” in contradistinction to
“artificial”classifications, in which the defining characteristics have few exPlana­
toryor predictive connections with other traits; as is the case, for example, in the
divisionof humans into those weighing less than one hundred pounds, and all
others.(This is not to deny that the latter distinction, as well as other, similarly
“artificial”ones, may be very useful for certain special practical purposes, as is,
forexample,the classificationof fingerprints for the identification of individuals,
althoughthe systematic import of the system would seem to be quite small.)

Similarly,as W. S. Jevons pointed out (before the periodic system had been
published),the elements potassium, sodium, caesium, rubidium, and lithium,
Whichare grouped together as forming the class of alkali metals, have a great
manycharacteristicsin common: they all combine energetically with oxygen,
decomposein water at various temperatures, and form strongly basic oxides that
arehighlysoluble in water; their carbonates are soluble in water, and so forth.“
Perhapsthe most striking example of a classification reflecting general laws is
theperiodicsystem of the elements, on which Mendeleev based a set of highly
specificpredictions,which were impressively confirmed by subsequent research.
Asaresultof more recent advances, the system, in a somewhat revised form, has
beengiven a deeper theoretical foundation by showing that it reHects, in the
classesrepresented by the columns of the periodic table, certain similarities and
differencesin the atomic structure of the elements.

Asimilardevelopment has taken place in the taxonomic methods of biology.
Evenin the early taxonomic systems, which are based on more or less directly
observable(largely morphological) characteristics, each class represents of
coursea largebundle of empirically associated traits; but, as an outgrowth of the
theoryof evolution, the morphological basisof classification came to be replaced
by one more deeply imbedded in theory, namely a phylogenetic basis. The
variousspecies, for example, are “theoretically defined, at least in principle,
in phylogenetic and genetic terms,"13 and the morphological characteristics

12. jevons (1877), p. 675. See also Jevons' illuminating general discussion in Chapter 30
of his book.

13. Simpson (1945), p. 13. See also the lucid exposition of the same subject in Chapter
19. "The principles of classiEcation," in Simpson. Pittcndrigh, and Tiffany (1957).
Concerningthe systematic import of classificatory concepts in biological taxonomy, see
the essaysby Huxley and by Gilmour in Huxley (1940).
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now provide simply the observational criteria for the assignment of individuals
to a specieswhich is construed in phylogenetic terms.

In psychological and psychopathological research the typological systems
of Kretschmer“ and of Sheldon and his associates, to mention two characteristic

examples, illustrate the strong interest in concepts reflecting empirical uniform­
ities and statistical associations. In Sheldon’s system the three "primary compon­
nents of temperament"—viscerotonia, cerebrotonia, and somatotonia—are
characterized by means of three corresponding clusters of traits which were
selected, on the basis of much empirical trial and error, in such a way that the
traits in each group would intercorrelate positively with each other and show
a negative correlation with all or nearly all the traits in the other groups.15In
addition, one of the principal claims to scientific significance that are suggested
for the system rests on the correlation between the three components of temper­
ament on the one hand and various other psychological and somatic traitson
the other; in regard to the latter, certain statistical connections are indicated
between the basic components of temperament and the basic componentsof
physique—endomorphy, ectomorphy, and mesomorphy—which are dis­
tinguishedin Sheldon's theory of somatic types.m Kretschmer’s typologyof char­
acter and physique has similar objectives; and both systems attempt to exhibit
some connections between somatic characteristics and a disposition to certain
kinds of mental disturbance. Whatever the merits of these and similarsystems
may prove to be, they are mentioned here as instances of a deliberateeffortto

develop classificatory systems (more precisely: typologies in the sense to be
discussed in the next section) whose conceptual basis has definite systematic
Import.

In accordance with the requirement of systematic import, the conceptsused
in a given field of scientific inquiry will change with the systematicadvances
made in that field: the formation of concepts will go hand in hand with the
formulation of laws and, eventually, of theories. As was mentioned earlier,the
laws may at first express simple uniform or statistical connections among ob­
servables; they will then be formulated in terms of the observational vocabulary
of the discipline to which they belong. Further systematic progress, however,
will call for the formulation of principles expressed in theoretical terms which
refer to various kinds of unobservable entities and their characteristics.In the

course of such development, classifications defined by reference to manifest,
observable characteristics will tend to give way to systems based on theoretical

14. See Kretschmer (1925).
15. See Sheldon and Stevens (1942), chapter 2.
16. See Sheldon, Stevens, and Tucker (1940),especially chapter 7, and Sheldon and Stevens

(1942), chapter 7.
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concepts.This process is illustrated, for example, by the shift from an observa­
tional-phenomenalcharacterization and classification of chemical elements and
compoundsto theoretical modes of defining and differentiating them by reference
to their atomic and molecular structures. To be unequivocally applicable to
concretecases,the theoretically specified concepts must, of course, possess clear­
cutempirical,or "operational," criteria of application; but these can no longer
beregardedas their defining characteristics: the specified outcome of the opera­
tionaltestjust constitutes a readily observable symptom for the presence of the
traitsor processesrepresented by the theoretical concepts; the "meanings" of
thelatterare not fully reflected by operational-symptomatic criteria of appli­
cation(diagnosis)alone, but quite importantly also by the theoretical system
to which they belong.

The emphasison systematic import in concept formation has been clearly
in evidencein the development of classificatory systems for mental disorders,
Theconceptsdetermining the various classes or categories distinguished now
arenolongerdefinedjust in terms of symptoms, but rather in terms of the key
conceptsof theorieswhich are intended to explain the observable behavior, in­
cludingthesymptoms in question; just as molecular and atomic theory accounts
forthemore directly observable characteristics that served as defining character­
isticsin an earlier stage of chemical concept formation. The trend is nicely
illustratedby several of the characterizations of mental disorders given in the
Diagnosticand StatisticalManual, where an enumeration of certain symptoms is
combinedwith an etiological or generally theoretical account: the characteri­
zationsof the various categories of psychoneurotic disorders (pp. 31-34 of the
Manual)are clear cases in point.

Inaclassificatorysystem with a theoretical basis, two individuals with similar
symptomsmay then come to be assigned to quite different classes; for some of
thekindsof mental disturbance distinguished at the etiologic-theoretical level
maywell partially overlap in the associated syndromes, just as two different
chemicalcompounds may have various directly observable characteristics in
common.Similarly,in taxonomic systems of biology which have a phylogenetic­
evolutionarybasis, two phenomenally very similar specimens may be assigned

tospeciesfar removed from each other in the evolutionary hierarchy, such as the
speciesWolf (Cam's) and Tasmanian Wolf (Thylacinus).17

The preceding considerations have some bearing on the question whether
prognosticprospects and therapeutic possibilities may—or perhaps even ought
(0—bcproperly included among the defining characteristics of a mental illness.

17. For this and other examples see chapter 19 of Simpson, Pittendrigh, and Tiffany

(1957).
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It is certainly conceivable—and indeed to be hoped for as a result of further
research—that concepts representing mental disorders should be used in a
theoretical context which carries certain prognostic implications. In thiscase,the
concepts in question might be defined, within the framework of the theory,
by means of characteristics some of which are prognostic in charaCter.On the
other hand, it would defeat the practical purposes of diagnosis and therapyif
the operational criteria of application for those concepts, i.e., the criteriaforming
the basis of medical diagnosis, required postponement of the diagnosisuntilafter
the illness had run its course. If they are to meet those practical needs,the criteria
of application will therefore have to be couched in terms of characteristics

that can be ascertained more or less immediately. To mention a parallelfrom
physics: It would be unfortunate if the application of the term radiumdepended
on the criterion that the half-life of radium is approximately 1800years;though
this half-life is certainly an important characteristic of radium.

We should note, however, that the distinction here assumed between

prognostic and nonprognostic criteria of application is a matter of degree­
Operational definitions, for example, imply conditional prognoses concerning
the outcome of certain test operations: If x is a harder piece of mineralthany
then the scratch test will result in a scratch mark on the surfaceofy; if a current
of one ampere is flowing through that wire, the needle of a properly connected
ammeter will respond accordingly; and so forth. Similarly, the Schick test,
which provides an operational criterion of application for the conceptof im­
munity to diphtheria, involves ashort—rangeprognosis concerning a skinreaction.
And in certain cases, response to particular forms of therapy might be resorted
to as a diagnostic criterion. But it seems reasonable to expect that advancesin
theoretical understanding will increasingly provide us with etiological or
structural accounts of physical and mental illness, and that these in turn will
imply diagnostic criteria in terms of antecedent conditions or presently as­
certainable physical or mental characteristics.

It isvery likely, I think, that classificationsof mental disorders will increasingly
reflect theoretical considerations. It is not for me to speculate on the direction
that theoretical developments in this field may take and especiallyon whether
the major theories will be couched in biophysiological or biochemical terms
or rather in psychodynamic terms that lack an over-all physiological or physio­
chemical interpretation. Theoretical systems of either kind can satisfythe basic
requirements for scientific theories. In brief and schematic outline, these require—
ments call for (1) a clear specification of the basic concepts used to represent the
theoretical entities (objects, states, processes, characteristics, and so on) in terms
of which the theory proposes to interpret, and account for, the empiricalphen­
omena in its domain of investigation; (2) a set of theoretical assumptions(basic
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laws,fundamentalhypotheses) couched in theoretical terms and asserting certain
interrelationsamong the corresponding theoretical entities; (3) an empirical
interpretationof the theory, which might take the form of operational criteria
forthetheoretical terms or, more generally, the form of a set of laws, statistical
or strictly universal in character, connecting the theoretical traits, states, or
processeswith observable phenomena; (4) testability-in-principle of the theory
thusspecified;i.e., the theory together with its interpretation, must imply,
deductiver or inductively, definite assertions about observable phenomena
thatshouldbe found to occur under specifiable test conditions if the theory is
correct:the occurrence or nonoccurrence of these phenomena will then pro­
videconfirmingor disconfirming evidence concerning the theory. If a proposed
theoryhasno such implications at all, it clearly has no possible bearing on em­
piricalsubjectmatter and thus cannot qualify as a significant theory in empirical
science(noteven as an unsound or false one: for these latter attributes presuppose
a conliictbetween the theory and relevant experimental or observational
evidence).18

Thisrequirement of testability by reference to observable phenomena rules
out,for example, the neo-vitalistic conception of biological processes as being
determined,at least in part, by vital forces or entelechies; for the available
statementsof this conception yield no experimentally testable implications.

6. FROM CLASSIFICATORY TO COMPARATIVE AND
QUANTITATIVECONCEPTS

Whileit is not possible to predict the substantive changes that the concepts
andtheoriesof mental disorder will undergo as a result of further research, I
thinkthat certain changes in their logical character may well be anticipated. In
thisconcludingsection, I will attempt brieHy to indicate the nature of these
changes.

Classification,strictly speaking, is a yes-or-no, an either-or affair: A class is
determinedby some concept representing its defining characteristics, and a
givenobject falls either into this class or outside, depending on whether it has
orlacksthe defining characteristics.

In scientificresearch, however, the objects under study are often found to
resista tidy pigeonholing of this kind. More precisely: those characteristics of
thesubjectmatter which, in the given context of investigation, suggest them­
selvesasa fruitful basis of classification often cannot well be treated as properties
whicha given object eitherhas or lacks; rather, they have the character of traits

18. For a fuller account of these principal requirements and a critical analysis of some
of their consequences, see Hempel (1952), (1958).
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which are capable of gradations, and which a given object may therefore
exhibit more or less markedly. As a result, some of the objects under study will
present the investigator with borderline cases, which do not fit unequivocally
into one or another of several neatly bounded compartments, but whichexhibit
to some degree the characteristics of di$erent classes. For example, Professor
Stromgren refers in his paper to the difficulties of finding a natural border line
separating the whole group of neuroses and psychopathies from that which does
not belong to it, and he remarks that the transitions are gradual in all directions.
Typologies of physique and of temperament provide another good illustration,
and one in which the gradual character of the transition has recently received
some special methodological attention. The proponents of typological systems
often emphasize that "pure" instances of the basic types they distinguishare
rarely, if ever, encountered in experience, and that concrete individualsusually
represent mixtures of several types. Sometimes, the basic types acquire the status
of ideal reference points which mark, as it were, the ends of a scalealong which
concrete casescan be arranged. Thus, Kretschmer” states:

We never, even in the most definite cases,come across a pure example in the strictest
sense of the word, but always the peculiar individual instances of a type, that is the
type itself mixed with slight accretions out of a heterogeneous inheritance. This
mixture, in the guise of which the type appears to us in any individual instance,we
call the constitutional alloy.

Metaphorical statements of this kind are suggestive; but they are not sufficient
for the formulation of a theory that is to take explicit and objective account
of those impure cases. A conceptual apparatus is needed to describe and distin­
guish constitutional alloys in which the characteristics of the pure types are
represented with different strengths. For example, to give a clear, objective
meaning to the notion of a pure type, say A, which different individuals may
represent in different degrees, objective criteria are required which will determine
for any two individuals whether they represent type A with equal strength,
and if not, which of them represents A more strongly than does the other.
Suitable criteria of this kind will effect, not a division of the universe of discourse

into two classes,A and non-A, but a simple (quasi-linear) ordering of the universe.
In this ordering, two individuals will "coincide," i.e., occupy the same place,if,
in the senseof the criteria, they exhibit A with equal strength; whereas individual
at will precede individual y if, in the sense of the criteria, x is a less pronounced
case of A than is y.

A parallel from physics may serve to illustrate the point: A simple ordering
of minerals according to increasing hardness can be effected by means of the

19. Kretschmcr (1925). p. 93.
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scratch-testcriterion mentioned earlier: if a sharp point of y scratches a surface
ofx, but not vice versa, y is harder than x and thus follows x in the order of
increasinghardness; if neither y is harder than x nor x harder than y, both miner­
alsareassignedthe same place in the quasi-linear order. This example illustrates
twoelementarybut important points: (1) The "diagnostic" criteria which serve
to placeindividual cases in the scheme are not criteria of class-membership, as
theywould be in a strictly classificatory system; rather, they are criteria of
precedenceand coincidence in a quasi-linear order. (2) such criteria can be quite
objectiveand rather precise without presupposing quantitative measurement.”

We noted that recent typological systems have, in effect, replaced a strictly
Classificatoryprocedure by an ordering one (even though some of them use a
Classificatoryterminology and supplement it by speaking metaphorically of
borderlinecases,mixtures, transitional forms, and the like). Such reliance on con­
ceptsand methods of an ordering character is illustrated not only by Kretsch­
mer’ssystem,but also, to mention just a few other examples, by C. G. Jung’s
distinctionof the extraverted and introverted types, by E. R.Jaensch’s t'ypology'1
andby the system developed more recently by Sheldon in collaboration with
Stevensand others. This latter theory, however, makes the ordering character
of itsbasicconcepts quite explicit and seeks to satisfy the requirement of ob­
lCCtivity(in the sense discussed earlier) for the diagnostic criteria it sets down.

Sinceeach of the types distinguished in a typological theory will represent
at leastone quasi-linear ordering, typological systems usually provide for an
arrangementof individuals along several axes, and thus replace classificatory
schemesby reference “spaces” of several “dimensions.”

The advantages of ordering over classification can be considerable. In
particular,ordering allows for subtler distinctions than classification; further­
more,ordering may take the special form of a quantitative procedure, in which
eachdimensionis represented by a quantitative characteristic. And quantitative
conceptsnot only allow for a finenessand precision of distinction unparalleled
onthelevelsof classificationand ofnonquantitative ordering, but also provide a
basisfor the use of the powerful tools of quantitative mathematics: laws and
theoriescan be expressed in terms of functions connecting several variables,
andconsequencescan be derived from them, for purposes of prediction or of
test,by means of mathematical techniques.

Theconsiderations presented in this section and in the preceding one suggest
thatthedevelopment of taxonomic concepts in the study of mental disorder will

20. For a detailed analysis of ordering procedures, with special reference to typological
theories,see Hempel and Oppenheim (1936); a short general account of the logic of classm­
cation,ordering and measurement is given in Hempcl (1952), Part III,

21. See, for example, Jung (1921), Jaensch (1933).



[r 54] STRUCTUREAND FUNCTION or SCIENTIFIC CONCEPTSAND moms

probably show two trends: First, a continuation of the shift from systemsdefined
by reference to observable characteristics to systems based on theoreticalcon­
cepts; and second, a gradual shift from classificatory concepts and methodsto
ordering concepts and procedures, both of the non-quantitative and of the
quantitative varieties.
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7.TYPOLOGICAL METHODS

IN THE NATURAL AND

THE SOCIAL SCIENCES

1. INTRODUCTION

THE CONCEPT of type has played a significant role in various phasesofthe development of empirical science. Many of its uses are by now of
historicalinterest only; but some branches of research, especially psychology
andthe socialsciences, have continued up to the present to employ typological
conceptsfor descriptive and for theoretical purposes. In particular, various
typologiesof character and physique have been propoundcd as providing
fruitfulapproaches to the study of personality; the investigation of “extreme”
or “pure” types of physical and mental constitution has been advocated as a
sourceof insight into the functioning of “normal” individuals; and as for social
science,the use of ideal types has been declared one of the methodological
characteristicswhich distinguish it essentially from natural science.

Considering these recent usesof typological concepts and the various claims
concerningtheir peculiar significance, it appears to be a matter of some interest
andimportance to have a reasonably clear understanding of their logical status
andtheir methodological function. Now, there exists a voluminous literature on
thesubject,but a large part of it suffers from a definite inadequacy of the logical
apparatusused for the analysis of the issues at hand. In particular, many of the
studiesdevoted to the logic of typological concepts use only the concepts and
principlesof classical logic, which is essentially a logic of properties or classes,
andcannot deal adequately with relations and with quantitative concepts. It is
illustrativeof this situation that Max Weber, who so eloquently champions the
method of ideal types in the social sciences, makes a clear negative statement
about their logical status: they cannot be defined by genusproximum and digercntia

Reprinted, by kind permission of the publisher, from a volume of symposium papers pub­
lishedunder the auspicesof the American Philosophical Association, Eastern Division, under
the title Science, Language, and Human Rights. Philadelphia: University of Pennsylvania
Press, 1952.
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specifica, and concrete cases cannot be subsumed under them as instancesli.e.,
they are not simply class, or property, concepts; but when it comesto a positive
characterization, he resorts to much lessprecise, and often metaphorical,language.
An ideal type, according to Weber, is a mental construct formed by thesynthesis
of many diffuse, more or lesspresent and occasionally absent, concrete individual
phenomena, which are arranged, according to certain one-sidedly accentuated
points of view, into a unified analytical construct, which in its conceptualpurity
cannot be found in reality; it is a utopia, a limiting concept, with whichconcrete
phenomena can only be compared for the purpose of explicating someof their
significant components.2 This characterization, and many similaraccountswhich
Weber and others have given of the nature of ideal types, are certainlysuggestive,
but they lack clarity and rigor and thus call for further logical analysis.

In addition to the logical status of typological concepts, some of the method­
ological claims which have been made for them appear to me to warrant re­
examination.

The present paper, then, is an attempt to explicate in outline the logical
and methodological character of typological concepts, and to appraise their
potential significance for the purposes they are intended to serve.

The term ‘typc’ has been used in several quite different senses.I propose to
distinguish here three main kinds of type concepts, which for brief reference,
and pending further clarification, will be called classificatory, extreme, and ideal
types. These will now be considered in turn.

2. CLASSIFICATORY TYPES

The classificatory use of type concepts is illustrated by Ernst Kretschmer’s
rather influential typological theory of character and physique,3in which types
are construed as classes. In this case, the logic of typological procedure is the
familiar logic of classification, which requires no discussion here. Methodo­
logically, classificatory type formation, like any other kind of classificationin
empirical science, is ‘subject to the requirement of systematic fruitfulness: The
characteristics which serve to define the different types should not merely
provide neat pigeonholes to accommodate all the individual casesin the domain

1. Max Weber, On the Methodoqu of the Sorial Srienres, trans. and ed. E. A. Shils and
H. A. Finch (New York, The Free Press of Glcncoe, 1949), p. 93.

2. (or. rit., pp. 90-93.
3. Ernst Krctschmer, Physiqueand Character,trans. W. J. H. Sprott (New York. Harcourt,

Brace & World, 1936).
On the theory and technique of classificatory type formation in contemporary social

research, see Paul F. Lazarsfcld and Allen H. Barton, “Qualitative Measurement in the Social
Sciences: Classification, Typologies, and lndices," in Daniel Lerner and Harold D. Lasswell
(eds.), The Policy Sciences, (Stanford, Stanford University Press, 1951).
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of inquiry, but should lend themselves to sound generalization and thus offer a
basisfor prediction. Thus, e.g., constitutional typologies often aim at defining
their types by reference to certain physical properties which are empirically
associatedwith a variety of psychological traits, so that every type represents
a cluster of concomitant characteristics. This objective is the methodological
kernelof the search for “natural” as distinguished from “artificial” classes or
types­

In connection with classificatory types, brief reference should be made to the
useof the term ‘typical’ in the sense of average, for that useevidently presupposes
a classification.Thus, the statement that the typical American college under­
graduateis, say, 18.9 years old, purports to state the average value of a certain
magnitudefor a specified class. But since there are different kinds of average, and
sincenone of these provides much information without an added measure of
dispersion,it is clear that for any serious scientific purpose this use of the term
‘typical'has to be supplanted by a more precise formulation in statistical terms.

3. EXTREME TYPES

Attempts at typological claSSification in empirical science are often frus­
trated,however, by the realization that those characteristics of the subject matter
whichare to provide the defining basis of the classification cannot fruitfully be
construedas simple property concepts determining, as their extensions, classes
withneatly demarcated boundaries. Thus, e.g., if we try to formulate explicit
and precisecriteria for the distinction of extravert and introvert personalities
it soon becomes clear that the adoption of classificatory criteria drawing a
preciseboundary line between the two categories would prove an “artificial”,
theoreticallysterile, procedure: it appears much more natural, much more
promisingsystematically, to construe the two concepts as capable of gradations,
sothat a given individual will not be qualified either as extravert or as introvert,
butasexhibiting each of the two traits to a certain extent. The purely extravert
andthe purely introvert personalities thus come to be conceived as “extreme”
or“pure” types, of which concrete instances are rarely if ever found, but which
may serve as conceptual points of reference or “poles,” between which all
actualoccurrences can be ordered in a serial array. This general conception
underliesseveral of the recent and contemporary systems of psychological and
physicaltypes, such as Sheldon’s theory of physique and temperament.‘

What is the logical form of these "extreme" or “pure” type conceptse

4. W. H. Sheldon. S. 5. Stevens, and W. B. Tucker. The VarietiesofHuman Physique (New
York and London, Harper and Row, 1940). and W. H. Sheldon and S. S. Stevens, The Varieties
of Temperament(New York and London, Harper and Row, 1942).
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Clearly, they cannot be construed as class concepts: individual casescannot be
subsumed under them as instances, but can only be characterized as to the extent
to which they approximate them. In other words, if the term Tis an extremetype,
an individual (Icannot be said either to be Tor to be non-T; rather, a maybe,soto
speak, “more or less T." But exactly how is this “more or less" to be objectively
defmede A description, however vivid, of an extreme type with which concrete
casesare to be compared does not by itself provide standards for suchcomparison;
at best, it may suggest a program of research, focusing attention upon certain
empirical phenomena and regularities and stimulating efforts toward the
development of a precise conceptual apparatus suited for their descriptionand
theoretical interpretation. But if an extreme type is to function as a legitimate
scientific concept in scientific statements with clear objective meaning, then
explicit criteria for the “more or less" of comparison must be provided. These
criteria may take a nonnumerical, “purely comparative" form, or they may
be based on quantitative devices such as rating scales or measurement.

The formally simplest, purely comparative, form of an extreme-type
concept T can be specified by laying down criteria which determine, for any
two individual cases a, b in the domain under investigation, whether a is
more T than I), or (ii) I) is more T than a, or (iii) a is just as much T as is b. For
the concept of pure introversion as an extreme type, for example, this would
require objective criteria determining for any two individuals a, b whether they
are equally introverted and, if not, which of them is the more introverted.Thus,
an extreme type T of the purely comparative or ordering kind is defIned,not
by genus and diwrentia in the manner of a class concept, but by specifying two
dyadic relations, “more T than" and "as much T as." Now, if the criteria
defining those relations are to yield an ordering of all particular casesin a linear
array reflecting increasing T-ness, then they must meet certain formal require­
ments: “more T than" must be an asymmetrical and transitive relation, “as
much T as" must be symmetrical and transitive, and the two together must
satisfy a trichotomy law to the effect that any two particular casesa, b meet the
defining conditions for exactly one of the three alternatives (1'),(ii), (iii) men­
tioned above.5

The kind of ordering concept here characterized is well illustrated by the
definition, in mineralogy, of a purely comparative concept of hardness by
reference to the scratch test: A mineral a is said to be harder than another, (I,

if a sharp point of a sample of a will scratch the surface of a sample of b, but not
conversely. If neither of the minerals is harder than the other, they are said to

5. For details, see Carl C. Hempel and Paul Oppenheim, Der Typusbegrijf I'm Lidne
der neuen Logik (Leiden, Holland, SijthotT, 1936), chapter III.
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be of the same hardness. The two relations thus defined might be said to deter­
mine a purely comparative extreme type of hardness; but this terminology
would tend to obscure rather than clarify the logic of the procedure, and it is
not actually used.

In psychology and the social sciences it is difficult, to say the least, to find
fruitful objective criteria, analogous to those based on the scratch test, which
will determine a purely comparative typological order. We find therefore that
proponentsof extreme-type concepts, insofar as they provide precisecriteria and
not merely suggestive programmatic characterizations, either end by construing
their types as classes after all or else specify their typological orders by reference
to rating scales or measuring procedures, which define a numerical “degree of
T-ness,"as it were. The first course is illustrated by Kretschiner's typology of
physiqueand character: it uses the parlance of pure types for an intuitive charac­
terizationof the material to be investigated, while for exact formulations, it
construeseach of the main types as a class and accommodates the intermediate
casesin some additional classes, designated as “mixed types." The second course
isexemplifiedby Sheldon’s typology of physique, which assignsto each individ­
uala specificposition on each of three seven-point scales representing the basic
typetraitsof the theory: cndomorphy, mesomorphy, and ectomorphy.

But once suitable “operational” criteria of a strictly comparative or of a
quantitativekind have been specified, the pure types lose their specialimportance:
theysimply represent extreme places in the range defined by the given criteria,
andfrom a systematic point of view, the typological terminology is no more
significantthan it would be to say that the specific electric conductivity of a
givenmaterial indicated how close it came to the extreme, or pure, type of a
perfectconductor.

The use of extreme-type concepts of the kind here considered reflects an
attemptto proceed from the classificatory, qualitative level of concept formation
to the quantitative one; ordering concepts of the purely comparative kind
representa logically intermediate stage. As long as explicit criteria for their
useare lacking, they have, as we noted, essentially a programmatic but no syste­
maticstatus;and once suitable criteria have been specified, the parlance of extreme
typesbecomes unnecessary, for there are no logical peculiarities which differen­
tiate extreme-type concepts from the other comparative and quantitative
conceptsof empirical science; their logic is the logic of ordering relations and
of measurement; henceforth, 'we will therefore refer to them also as ordering
types.

Ordering as well as classificatory typologies belong, as a rule, to an early
stagein the growth of a scientific discipline, a stage which is concerned with the
developmentof a largely "empirical" concept system and with its use for des­
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cription and for low-grade generalization. Systematic fruitfulness, which is
an essential requirement for all stages of concept formation, here consists,in the
simplest case, in a high correlation between the criteria which “operationally
define” a typological order (such as certain anthrOpometric indices, for example)
and a variety of other graded traits (such as further anatomical and physiological
indices or psychological characteristics). For quantitative scales,such correlations
may assume, in favorable cases, the form of a proportionality of severalvariables
(analogous to the proportionality, at constant temperature, of the specific
electric and thermic conductivities of metals), or they may consist in other
invariant relationships expressible in terms of mathematical functions.“

4. IDEAL TYPES AND EXPLANATION IN THE SOCIAL SCIENCES

As was mentioned in the first section, ideal types, too, are usually presented
as the results of isolating and exaggerating certain aspects of concrete empirical
phenomena, as limiting concepts which are not fully exemplified but at best
approximated in reality.7 Despite the suggestion conveyed by this description,
I think that an adequate logical reconstruction has to assign to ideal types a status
different from that of the extreme or pure types discussed above. For ideal
types—or, as Howard Becker aptly calls them, constructed types—are usually
introduced without even an attempt at specifying appropriate criteria of order,
and they are not used for the kind of generalization characteristic of ordering

(t. A fuller discussion of the logic and methodology of ordering and quantitative pro­
cedures may be found in Carl C. Hempel, Fundamentals of Concept Formation in EmpiricalScience
(Chicago, The University of Chicago Press, 1952), especially section 11.

On the use of such procedures in typological studies, cf. Lazarsfeld and Barton, op. cit..
Hempel and Oppenheim, op. cit., and R. F. Winch, "Heuristic and Empirical Typologies:
A job for Factor Analysis," American SociologicalReview. 12 (1947), 68-75.

7. For detailed exposition and critical discussion of the concept of ideal type as used in
social science, sec especially the following works, which have served as guides in the present
attempt at analysis and reconstruction:

Max Weber, On the Methodology of the Social Sciences (see note 1).
Max Weber. The Theory of Social and Economic Organization, trans. A. M. Henderson

and Talcott Parsons (New York, Oxford University Press, 1947).
Alexander von Schelting. Max Weber's lVissensc/tqftslehre(Tubinger, ]. C. B. Mohr,

1934).

Talcott Parsons, The Structureof SocialAction(New York, McGraw-Hill Book Company,
1937), chapter XVI.

Howard Becker, Through ’alues to Social Interpretation (Durham, N. C.. Duke University
Press, 1950).

Further stimulating critical discussions of the concept of ideal type may be found in:
Felix Kaufmann, Alethodenlehretier So:ia/urissenschcmM(Wien, Springer. 1936), especially

section (Iof the second part.
j. W. N. Watkins, "Ideal Types and Historical Explanation," The Britishjournal for the

Philosophy ofScience, 3 (1952), 22-43.
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types;rather, they are invoked as a specific device for the explanation of social
andhistoricalphenomena. I shall try to argue now that this conception reflects
an attempt to advance concept formation in sociology from the stage of des­
criptionand “empirical generalization,” which is exemplified by most classi­
hcatoryand ordering types, to the construction of theoretical systemsor models.
In order to amplify and substantiate this view, it will be necessary to examine
morecloselythe character and function of ideal types as conceived by its pro­
ponents.

Accordingto Max Weber and some writers holding similar views, the use
ofidealtypesmakes it possible to explain concrete social or historical phenomena,
suchas the caste system in India or the development of modern capitalism, in
their individuality and uniqueness. Such understanding is held to consist in
graspingthe particular causal relationships which interconnect the relevant
elementsof the total occurrence under examination. If such relationships are
to afforda sociologically significant explanation they must be, according to this
View,not only “causally adequate" but also meaningful, i.e., they must refer
to aspectsof human behavior which are intelligibly actuated by valuation or
othermotivating factors. Weber characterizes the principles expressing those
Connectionsas “general empirical rules" concerning the ways in which human
beingsare prone to react in given situations; the “nomological knowledge"
conveyedby them is said to be derived from our own experience and from our
knowledgeof the conduct of others. Weber mentions Gresham’s law as a gen­
eralizationof this kind: it is empirically well substantiated by the pertinent
informationavailable, and it is“ a rationally clear interpretation of human action
undercertain conditions and under the assumption that it will follow a purely
rationalcourse.”

As for specific ways of discovering meaningful explanatory principles,
Webermentions the method of empathic understanding but adds the reminder
that it is neither universally applicable nor always dependable. And indeed,
the subjective experience of empathic identification with a historical figure,
andofanimmediate—alumst self-evidently certain—insight into his motivations,
constitutesno knowledge, no scientific understanding at all, though it may be
a guide in the search for explicit general hypotheses of the kind required for
a systematicexplanation. In fact, the occurrence of an empathic state in the
interpreterisneither a necessary nor a sufficient condition of sound interpretation
or understanding in the scientific sense: not necessary, for an appropriate theory
of psychopathic behavior may provide the historian with an explanation of
somephasesof Hitler’s actions even in the absence of empathic identification;

8. The Theory ofSoriaI and EconomicOrganization, p. 98; cf. also pp. 107-9.
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not sufficient, for the motivational hypotheses suggested by the empathic
experience may be factually unsound.

Weber himself stresses that verification of subjective interpretation isalways
indispensable; he adds that in the absence of adequate experimental or observa­
tional data, “there is available only the dangerous and uncertain procedureof
the ‘imaginary experiment’ which consists in thinking away certain elements
of a chain of motivation and working out the course of action which wouldthen
probably ensue, thus arriving at a causal judgment."9 By thus suggestingwhat
wouldhave happened certain specified constituents of the situation had been
different, this method yields “judgments of objective possibility," which form
the basis of causal imputation in the social sciences. Those judgments evidently
have the form of contrary-to-fact conditionals, and students of the currently
much discussed logic of counterfactuals might be interested in Weber's fascin­
ating illustration of the proposed method by reference to interpretative prob­
lems of historiography, among them the question of the significanceof the
Persian Wars for the development of Western culture;10 Weber's discussion
of these topics shows how well he was aware of the close connection between

contrary-to-fact conditionals and general laws.
An ideal type, then, is meant to serve as an interpretative or explanatory

schema embodying a set of “general empirical rules” which establish “sub­
jectively meaningful” connections between different aspects of some kind of
phenomenon, such as purely rational economic behavior, a capitalisticsociety.
a handicraft economy, a religious sect, or the like. But then, in intent at least,
ideal types represent not concepts properly speaking, but rather theories; and
the idea suggests itself that if those theories are to serve their purpose, they must
have a character similar to that of the theory of ideal gases, for example.11To
elaborate and substantiate this conception, I will first try to show that the alleged
differences between the explanatory use of ideal types and the method of ex—
planation in natural science are spurious; then I will attempt a brief comparative
analysis of the status of “idealized” concepts, and the corresponding theories.
in natural and in social science.

In natural science, to explain an individual event is to explain the occurrence
of some general, or repeatable, characteristic (i.e., one that may have other

9. (ac. cit., p. 97.
10. The Methodology of the Social Sciences, pp. 164-88. An illuminating amplification

and examination of Weber’s analysis may be found in von Schelting, op. cit..pp. 269-81.
11. Parallels between ideal types and certain idealizations in physics have often been

drawn, of course (CE, e.g., Weber, The Theory of Social and Economic Organization. p. 110;
Becker. op. cit, p. 125). It seems important, however, to make explicit the similarities in­
volved and to show that they do not accord with the claim of a status suigenerisfor ideal-type
concepts in the social sciences.
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instances;for example, a rise in temperature, the presence of corrosion, a drop
inblood pressure, etc.) in a particular case, i.e., at a specified place or in a specified
objectat a given moment or during a certain period of time (for example, the
air in New Haven during the morning hours of September 5, 1952; the hull
of a specifiedship; patient John Doe at a given time). Explanation of an indi­
vidualevent does not and cannot reasonably mean an account of all the general
characteristicsof a given particular, say I). For the latter include the fact that in
suchand such directions and at such and such spatiotemporal distances from b,
thereare particulars having such and such general properties; as a consequence,
to explain all the general aspects of b is tantamount to explaining every indi­
vidual fact in the universe—past, present, and future. Evidently this kind of
explaininga particular occurrence “in its uniqueness” is no more accessible to
sociologythan it is to physics; in fact, even its precise meaning is quite proble­
matic.Thus, all that can be significantly sought is the explanation of the occur­
renceofsomerepeatable characteristic U(which may be quite complex, of course)
in a given particular 12.The task of explaining Western capitalism in its unique­
ness,for example, has to be construed in this fashion if it is to be at all significant;
andit is then analogous to the problem of explaining the solar eclipse of March
18, 1950. In either case, there are certain characteristics—their combination is
referredto as U above—for whose occurrence an explanation is sought (in the
caseof the eclipse, those characteristics might include the fact that the eclipse
wasannular, not visible in the United States, of a duration of 4 hours and 42
minutes,etc.), but there are innumerable other characteristics for which no
accountis intended (such as the number of newspapers in which the event was
described).It is worth noting here that the event thus to be explained, U(b) for
short, is still unique in the sense that the particular I)is unrepeatable: While the
existenceof other instances of U is at least logically possible, none of them can
have the same spatiotemporal location as b.

In the natural sciences a particular event is explained by showing that its
occurrencecan be inferred by means of laws or theoretical principles from other,
usuallyantecedent or simultaneous, particular circumstances. As Max Weber’s
writingsmake clear, an adequate explanation of a particular event in sociology
or historiography has to be of essentially the same character. Empathic insight
and subjective understanding provide no warrant of objective validity, no
basisfor the systematic prediction or explanation of specific phenomena; the
latter procedures have to be based on general empirical principles, on nomo­
logicalknowledge. Weber’s limitation of the explanatory principles of sociology
to “meaningful” rules of intelligible behavior, on the other hand, is untenable:
many, if not all, occurrences of interest to the social scientist require for their
explanation reference to factors which are “devoid of subjective meaning,"
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and thus to “non-understandable uniformities," to use Weber’s terminology.
Weber acknowledges that the sociologist must accept such facts as causally
significant data, but he insists that this does “not in the least alter the specific

task of sociological analysis . . ., which is the interpretation of action in termsof
its subjective meaning."12 But this conception bars from the field of sociology
any theory of behavior which foregoes the use of “subjectively meaningful"
motivational concepts. This means either an arbitrary restriction of the concept
of sociology—which, as a result, might eventually become inapplicableto any
branch of scientific research—or else it amounts to an a priori judgment as to
the character of any system of concepts that can possibly yield an explanatory
sociological theory. Clearly, such an a priori verdict is indefensible; and indeed,
the more recent development of psychological and social theory indicatesthat
it is possible to formulate explanatory principles for purposive action in purely
behavioristic, nonintrospective terms.

In discussing, next, the role of experiments-in-imagination, which are, of
course, well known also in the natural sciences, it will be useful to distinguish

two kinds of imaginary cxpcrinwnt: the intuitive and the theoretical. An intuitive

experiment-in—imagination is aimed at anticipating the outcome of an experi­
mental procedure which is just imagined, but which may well be capable of
being actually performed. Prediction is guided here by past experience concern­
ing particular phenomena and their regularities, and occasionally by belief in
certain general principles which are accepted as if they were a priori truths. Thus,
in explaining the equidistribution of results obtained in rolling a regular die,
or in anticipating similar results for a game with a regular homogeneous dodeca­
hedron, certain rules of symmetry, such as the principle of insufficientreason,are
often invoked; and similar principles are sometimes adduced in imaginary
experiments involving levers and other physical systems with certain symmetry
features. Imaginary experiments of this kind are intuitive in the sense that the
assumptions and data underlying the prediction are not made explicit and indeed
may not even enter into the conscious process of anticipation at all: past
experience and the—possibly unconscious—belief in certain general principles
function here as suggestive guides for imaginative anticipation rather than as a
theoretical basis for systematic prediction.

The theoretical kind ofimaginary experiment, on the other hand, presupposes
a set of explicitly stated general principles—such as laws of nature—and it
anticipates the outcome ofthe exPeriment by deductive or probabilistic inference
from those principles in combination with suitable boundary conditions rep­
resenting the relevant aspects of the imagined experimental situation. Sometimes,

12. The Theory of Social and Economic Organization, p. 94.
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the latter is not actually realizable, as when the laws for an ideal mathematical
pendulumor for perfectly elastic impact are deduced from more general princi­
plesof theoretical mechanics. The question what would happen say, the
threadof a pendulum were infinitely thin and perfectly rigid and the massof
thependulum were concentrated in the free end point of the thread is answered
here,not by “thinking away" those aspects of a physical pendulum that are at
variancewith this assumption and then trying to envisage the outcome, but
by rigorous deduction from available theoretical principles. Imagination does
not enter here; the experiment is imaginary only in the sensethat the situation it
refersto isnot actually realized and may indeed be technically incapable of realiza­
tion.

The two types of experiment-in-imagination here distinguished constitute
extremetypes, as it were, which are rarely realized in their pure form: in many
cases,the empirical assumptions and the reasoning underlying an imaginary
experimentare made highly, but not fully, explicit. Galileo's dialogues contain
excellentexamples of this procedure, which show how fruitful the method can
be in suggesting general theoretical insights. But, of course, intuitive experi­
ments-in—imaginationare no substitute for the collection of empirical data
byactualexperimental or observational procedures. This is well illustrated by the
numerous,intuitively quite plausible, imaginary experiments which have been
adducedin an effort to refute the special theory of relativity; and asfor imaginary
experimentation in the social sciences, its outcome is liable to be affected by
preconceivedideas, stereotypes, and other disturbing factors. In his review of
Stouffer’s The American Soldier, Lazarsfeld13 lists a number of psychological
and sociological assumptions which might seem to be so obviously true as to
requireno further investigation, but which were in fact strongly disconfirmed
by the findings of Stouffer’s group; for example, that among American soldiers
duringthe war, better educated men showed more psychoneurotic symptoms
than those with less education; that Southerners were better able to stand the
climatein the hot South Sea Islands than Northern soldiers, and so forth. Beliefs
such as these could evidently affect the outcome and defeat the purpose of
intuitive thought-experiments in sociology. Such experiments, then, cannot
provide evidence pertinent to the test of sociological hypotheses. At best,
they can serve a heuristic function: they may suggesthypotheses, which must
then be subjected, however, to appropriate objective tests.

The imaginary experiments mentioned by such writers as Max Weber and
HowardBecker asa method of sociological inquiry are obviously of the intuitive
variety; their heuristic function is to aid in the discovery of regular connections

13. Public Opinion Quarterly. 13 (1949), pp. 377-404.
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between various constituents of some social structure or process.Theseconnec­
tions can then be incorporated into an ideal type and thus provide the basisfor
the explanatory use of the latter.

5. IDEAL TYPES AND THEORETICAL MODELS

We have argued that since ideal types are intended to provide explanations,
they must be construed as theoretical systems embodying testable general
hypotheses. To what extent is this conception reconcilable with the frequent
insistence, on the part of proponents of the method, that ideal types are not
meant to be hypotheses to be verified by empirical evidence, that deviationfrom
concrete fact is of their very essence?Let us consider more closely how thosewho
hold such views conceive of the application of ideal-type concepts to concrete
phenomena. There are few precise statements on this subject; perhaps the most
explicit formulation has been given by Howard Becker, in an effort to develop
what he terms “a logical formula for typology." Becker suggests that ideal,or
constructed, types function in hypotheses of the form ‘If P then Q’, where P
is the type invoked, and Q is some more or less complex characteristic.“ Con­
cerning the application of such hypotheses to empirical data, Becker says:“In
the very nature of type construction, however, the consequent seldom if ever
follows empirically, and the antecedent is then empirically ‘false.’If Q ' then P'."15
By this deviation from empirical fact, by the occurrence of Q' rather than Q.
a constructed type acquires what Becker calls “negative utility”: it initiatesa
search for factors other than those embodied in P to account for the discrepancy.16
In this manner, according to Becker, “constructive typology makes planned
use of the proviso ‘All other conditions being equal or irrelevant’ for the purpose
of determining the ‘inequality’ or ‘relevance' of the ‘other conditions'."17

This view calls for closer analysis, for it suggests—perhaps unintentionally—
the use of the ceterisparibns clause for a conventionalistic defense of typological

14. ()p. cil., pp. 259—64.Becker describes the connection between P and Q as one of
“objective probability." But since he uses the expression 'lfP then Q' in an inference of the
modns tollcns form, which does not hold for probabilistic implication—Le, for statements
of the form, ‘lf P then probably Q'—it seems more adequate to construe Becker’s remark as
meaning that 'lfP then Q' is a typological hypothesis expressing an empirical generalization
in Weber's sense. Such a generalization, like any other empirical hypothesis, can ofcourse be
only probable, and never certain, relative to any body of pertinent factual evidence.

15. Op. (it, p. 262.
10. Max Weber has similarly pointed to the heuristic utility of ideal types; cf., e.g.,

'l'lrc A4erlmdulogyaft/It Social Sciences, pp. 90, 101-103; The Theory of Social and Economic
Organization, p. 111.

17. Howard Becker, op. cit, p. 264.
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hypothesesagainst any conceivable disconfirming evidence." To illustrate this
point,imagine a physicist propounding the hypothesis that under idealconditions,
namely in a vacuum near the surface of the Earth, a body falling freely for t
secondswill cover a distance of exactly 16f2 feet. Suppose now that a careful
experimentyields results differing from those required by the hypothesis. Then
clearlythe physicist cannot be content simply to infer that the requisite ideal
conditionswere not realized: in addition to this possibility, he has to allow for
the alternative that the hypothesis under test is not correct. To state the point
now in terms of Becker’s general schema: we could infer that P is not realized
onlyif, in addition to the observational finding Q’, we could take the truth of the
hypothesis‘IfP then Q’ for granted; but for this assumption, we surely have no
warrant; in fact, it would make the entire test pointless. Thus, from the occur­
renceof Q’, we can infer only that either P was not realized or the hypothesis,
‘IfP then Q’, is false.

Now, it might seem that we may with assurance assert our typological
hypothesisif only we qualify it by an appropriate ceterisparibus clause and thus
giveit the form: ‘All other factors being equal or irrelevant, Q will be realized
wheneverP is realized’. Evidently, no empirical evidence can ever disconfirtn
ahypothesisof this form since an apparently unfavorable finding can always be
attributedto a violation of the cererisparilms clause by the interference of factors
otherthan those specifically included in P. In other words, the qualified hypo­
thesiscan be made unexceptionable by the convention to plead violation of the
a'ten'sparibusclause whenever an occurrence of P is not accompanied by an
occurrenceof Q. But the very convention that renders the hypothesis irrefutable
alsodrainsit of all empirical content and thus of explanatory power: since the
protectiveclause does not specify what factors other than P have to be equal
(i.e.,constant)or irrelevant if the prediction of Q is to be warranted. the hypo­
thesisisnot capable of predictive application to concrete phenomena. Similarly,
the idea of testing the given hypothesis becomes pointless. It is significant to
notehere by contrast that in the formulation of physical hypotheses, the cereris
parilmsclause is never used: all the factors considered relevant are explicitly
stated(as in Newton's law of gravitation or in Maxwell's laws) or are clearly
understood(as in the familiar formulation of Galileo’s law, which is understood
toreferto free fall in a vacuum near the surface of the Earth); all other factors are
asserted,by implication, to be irrelevant. Empirical test is therefore significant,
andthe discovery of discordant evidence requires appropriate revisions either
by modifying the presumed functional connections between the variables

18. On the use of the reteris parilms clause, see also the excellent discussion in Felix Kauf­
mann, Methodologyof the Social Sciences(New York, Oxford University Press, 1944), 845’.
and213ff.
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singled out as relevant, or by explicitly introducing new relevant variables.
Ideal-type hypotheses will have to follow the same pattern if they are to afford
a theoretical explanation of historical and social phenomena rather than an
empirically vacuous conceptual schematism.

But is it not true that in physics as well there are theories, such as thoseof
ideal gases, of perfectly elastic impact, of the mathematical pendulum, of the
statistical aspects of a game played with perfect dice, etc., which are not held
to be invalidated by the fact that they possess no precise exemplification in the
empirical world? And could not ideal types claim the same status as the central
concepts of those “idealized” theoriese Those concepts refer to physical systems
satisfying certain extreme conditions which cannot be met fully, but only
approximately, by concrete empirical phenomena. Their scientific significance
lies, I think, in the following points: (a) The laws governing the behavior of the
ideal physical systems are deducible from more comprehensive theoretical
principles, which are well confirmed by empirical evidence; the deduction
usually takes the form of assigning certain extreme values to some of the para­
meters of the comprehensive theory. Thus, e.g., the laws for an ideal gas are
obtainable from more inclusive principles of the kinetic theory of gasesby
“assuming” that the volumes of the gas molecules vanish and that there are no
forces of attraction among the molecules—i.e., by setting the appropriate para­
meters equal to zero. (b) The extreme conditions characterizing the ideal case
can at least be approximated empirically, and whenever this is the casein a con­
crete instance, the ideal laws in question are empirically confirmed. Thus, e.g-.
the Boyle-Charles law for ideal gases is rather closely satisfied by a large variety
of gases within wide, specifiable ranges of pressure and temperature (for a fixed
mass of gas), and it is for this reason that the law can be significantly invoked for
explanatory purposes.

The preceding analysis suggests the following observations on the ideal and
the empirical aspects of ideal—typeconcepts in the social sciences:

(i) Ideal constructs have the character not of concepts in the narrower sense,
but of theoretical systems. The introduction of such a construct into a theoretical
context requires, therefore, not definition by genus and diferentia, but the speci­
fication of a set of characteristics (such as pressure, temperature, and volume in
the case of an ideal gas) and of a set of general hypotheses connecting those
characteristics.

(ii) An idealized concept P does not, therefore, function in hypotheses of the
simple form ‘If P then Q’. Thus, e.g., the hypothesis ‘If a substance is an ideal
gas then it satisfiesBoyle's law’, which is of that form, is an analytic statement
entailed by the definition of an ideal gas; it cannot serve explanatory purposes.
Rather, the hypotheses characterizing the concept of ideal gas connect certain
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quantitative characteristics of a gas, and when they are applied to concrete
physicalsystems, they make specific empirical predictions. Thus. to put the
pointin a somewhat oversimplified form, what enters into physical theory is not
theconcept of ideal gas at all, but rather the concepts representing the various
characteristicsdealt with in the theory of ideal gases; only they are mentioned
in the principles of thermodynamics.

(iii)In the natural sciences at least, a set of hypotheses is considered as charac­
terizingan ideal system only if they represent what might be called theoretical,
ratherthan intuitive, idealizations; i.e., if they are obtainable, within the frame­
workof a given theory, as special cases of more inclusive principles. Thus. e.g.,
theformulafor the mathematical pendulum as empirically discovered by Galileo
didnot constitute a theoretical idealization until after the establishment of more

comprehensivehypotheses which (a) have independent empirical confirmation.
(b)entailthe pendulum formula as a special case, (c) enable us to judge the degree
of idealizationinvolved in the latter by giving an account of additional factors
Whichare relevant for the motion of a physical pendulum, but whose influence
isfairlysmallin the case of those physical systems to which the formula iscustom­
arin applied. .

No theory, of course, however inclusive, can claim to give a completely
accurateaccount of any class of empirical phenomena; it is always possible that
evena very comprehensive and well-confirmed theory may be improved in the
futureby the inclusion of further parameters and appropriate laws: the most
Comprehensivetheory of today may be but a systematic idealization within the
broadertheoretical framework of tomorrow.

Among the ideal-type concepts of social theory, those used in analytical
economicsapproximate most closely the status ofidealizations in natural science:
the concepts of perfectly free competition, of monopoly, of economically
rationalbehavior on the part of an individual or a firm, etc., all represent schemata
fortheinterpretation of certain aspectsof human behavior and involve the ideal­
izingassumption that noneconomic factors of the sort that do in fact influence
human actions may be neglected for the purposes at hand. In the context of
rigoroustheory construction, those ideal constructs are given a precise meaning
in the form of hypotheses which postulate specified mathematical connections
between certain economic variables; frequently, such postulates characterize
the ideal type of behavior as maximizing a given function of those variables
(e.g.,profit).

In two important respects, however, idealizations in economics seem to me
to differfrom those of the natural sciences: first of all, they are intuitive rather
than theoretical idealizations in the sense that the corresponding postulates are
not deduced, as special cases, from a broader theory which covers also the non­
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rational and noneconomic factors affecting human conduct. No suitable more
general theory is available at present, and thus there is no theoretical basisfor an
appraisal of the idealization involved in applying the economic constructs to
concrete situations. This takes us to the second point of difference: the classof
concrete behavioral phenomena for which the idealized principles of economic
theory are meant to constitute at least approximately correct generalizationsis
not always clearly specified. This of course hampers the significant explanatory
use of those principles: an ideal theoretical system, as indeed any theoretical
system at all, can assume the status of an explanatory and predictive apparatus
only if its area of application has been specified; in other words, if its constituent
concepts have been given an empirical interpretation which, directly or at least
mediately, links them to observable phenomena. Thus, e.g., the area of applica­
tion for the theory of ideal gases might be indicated, roughly speaking, by
interpreting the theoretical parameters ‘P’, ‘V’, ‘T', in terms of the “operationally
defined" magnitudes of pressure, volume, and temperature of gasesat moderate
or low pressures and at moderate or high temperatures. Similarly, the empirical
applicability of the principles of an ideal economic system requires an interpre­
tation in empirical terms which does not render those principles analytic; hence
the interpretation must not amount to the statement that the propositionsof
theory hold in all casesof economically rational behavior—that would be simply
a tautology; rather, it has to characterize, by criteria logically independent of the
theory, those kinds of individual or group behavior to which the theory is
claimed to be applicable. In reference to these, it has then to attach a reasonably
definite operational interpretation to the theoretical parameters, such as‘money',
‘price', ‘cost’, ‘proflt’, ‘utility', etc. In this fashion, the propositions of the theory
acquire empirical import: they become capable of test and thus susceptibleto
disconfirmation—and this is an essentialcharacteristic of all potential explanatory
systems.

The results of the preceding comparison between the ideal constructs of
economies with those of physics should not be considered, however, asindicating
an essential methodological difference between the two fields. For in regard to
the first of our two points of comparison, it need only be remembered that much
effort in sociological theorizing at present is directed toward the development
of a comprehensive theory of social action, relative to which the ideal constructs
of economics, in so far as they permit of empirical application, might then have
the status of theoretical rather than intuitive idealizations. And quite apart from
the‘attainability of that ambitious goal, it isclear that an interpretation isrequired
for any theoretical system which is to have empirical import—in the social
no less than in the natural sciences.

The ideal types invoked in other fields of social science lack the clarity and
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precision of the constructions used in theoretical economics. The behavioral
regularities which are meant to define a given ideal type are usually stated only
in more or less intuitive terms, and the parameters they are meant to connect
are not explicitly specified; finally, there is no clear indication of the area of
empirical applicability and consequent testability claimed for the typological
system. In fact, the demand for such testability is often rejected in a sweeping
manner which, I think, the preceding discussion has shown to be inconsistent
with the claim that ideal types provide an understanding of certain empirical
phenomena.

If the analysis here outlined is essentially sound, then surely ideal types can
servetheir purpose only if they are introduced as interpreted theoretical systems,
i.e., by (a) specifying a list of characteristics with which the theory is to deal,
(b) formulating a set of hypotheses in terms of those characteristics, (c) giving
those characteristics an empirical interpretation, which assigns to the theory a
specificdomain of application, and (d), as a long-range objective, incorporating
the theoretical system, as a special case, into a more comprehensive theory. To
what extent these objectives can be attained cannot be decided by logical analysis;
but it would be self-deception to believe that any conceptual procedure essentially
lackingin the first three respects can give theoretical understanding in any field
of scientific inquiry. And to the extent that the program here outlined can
actually be carried through, the use of ideal types is at best an unimportant
terminological aspect, rather than a distinctive methodological characteristic, of
the socialsciences: the method of ideal types becomes indistinguishable from the
methods used by other scientific disciplines in the formation and application of
explanatory concepts and theories.

6. CONCLUSION

In sum, then, the various uses of type concepts in psychology and the social
sciences,when freed from certain misleading connotations, prove to be of
basicallythe same character as the methods of classification, ordering, measure­
ment, empirical correlation, and theory formation used in the natural sciences.
In leading to this result, the analysis of typological procedures exhibits an im­
portant logical and methodological similarity between divers branches of
empirical science.





8.THE THEORETICIAN’S DILEMMA:

A STUDY IN THE LOGIC

OFTHEORY CONSTRUCTION

1. DEDUCTIVE AND INDUCTIVE SYSTEMATIZATION

CIENIEJKESEARCH in its various branchesseeksnot merely to record
particular occurrences in the world of our experience: it tries to discgyer

regularities in the flux of events and thus to establish general l_awslw_h#ic_h_may
be used for pi:igidiieptjign,"postdiction,1and explanation.

The principles of Newtonian mechanics, for example, make it possible,
giventhe present positions and momenta of the celestial objects that make up
the solar system, to predict their positions and momenta for a specified future
timeor to postdict them for a specified time in the past; similarly, those princi­
plespermit an explanation of the present positions and momenta by reference
to thoseat some earlier time. In addition to thus accounting for particular facts,
the principles of Newtonian mechanics also explain certain “general facts,"

1. This term was suggested by a passage in Reichenbach (1944), where the word ‘postdicta­
bility'isused to refer to the possibility of determining “past data in terms of given observations"
(p. 13). In a similar context, Rylc uses the term 'retrodict' (see for example 1949, p. 124), and
Walsh speaksof the historian's business “to 'retrodict’ the past: to establish, on the basisof
presentevidence, what the past must have been like" (1951, p. 41). According to a remark in
Acton's review of Walsh's book (Mind, vol. 62 (1953), pp. 564—65).the word ‘rctrodiction'
wasused in this sense already by]. M. Robertson in Buckle and his Critics(1895).

This article is reprinted, with some changes, by kind permission of the publisher, from
MinnesotaStudies in the Philosophyof Science,vol. II. Edited by Herbert Feigl, Michael Scriven,
andGrover Maxwell, University of Minnesota Press, Minneapolis. Copyright 1958by the Uni­
versityof Minnesota.
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i.e., empirical uniformities such as Kepler's laws of planetary motion; for the
latter can be deduced from the former.”

Scientific explanation, prediction, and postdiction all have the same logical
character: they show that the fact under consideration can be inferred from
certain other facts by means of specified general laws. In the simplest case, this
type of argument may be schematized as a deductive inference of the following
form:

(:1, C2 . . . C,

(1.1) L1,L2 ...L,
E

Here, C1,C2 . . . Ck are statements of particular occurrences (e.g., of the positions
and momenta of certain celestial bodies at a specified time), and L1, L2 . . . Lr
are general laws (e.g., those of Newtonian mechanics); finally, E is a sentence
stating whatever is being explained, predicted, or postdicted. And the argument
has its intended force only if its conclusion, E, follows deductively from the
premises.3

While explanation, prediction, and postdiction are alike in their logical
structure, they differ in certain other respects. For example, an argument of the
form (1.1) will qualify as a prediction only if E refers to an occurrence at a time
later than that at which the argument is offered; in the case of a postdiction, the
event must occur before the presentation of the argument. These differences,
however, require no fuller study here, for the purpose of the preceding dis­
cussion was simply to point out the role of general laws in scientific explanation
prediction, and postdiction.

Eor these three types oiscicntific procedure, I will use the common term
‘(deductive)systematization'. More precisely, that term will be used to refer,’ first
to_any argument of the form that meets the requirements indicatedabove,
no matterTJvhether it serves as an explanation, a prediction, a postdiction, or in
still some other capacity; second, to the procedure of establishing arguments of
the kind just characterized. ' ‘

So far, we have considered only those cases of explanation, prediction, and
related procedures which can be construed as deductive arguments. There are
many instances of scientific explanation and prediction, however, which do
not fall into a strictly deductive pattern. For example, when Johnny comes

2. More accurately: it can be deduced from the principles of Newtonian mechanics that
Kepler's laws hold in approximation, namely, on the assumption that the forces exerted upon
the planets by celestial objects other than the sun (especially other planets) are negligible.

3. (added in 1964). For a fuller discussion of this schema and for certain qualifications
concerning the structural identity of explanatory and predictive arguments, see the essay
“Aspects of Scientific Explanation" in this volume.
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downwith the measles, this might be explained by pointing out that he caught
the diseasefrom his sister, who is just recovering from it. The particular ante­
cedentfacts here invoked are that ofjohnny’s exposure and, let us assume, the
further fact that johnny had not had the measles previously. But to comiect
thesewith the event to be explained, we cannot adduce a general law to the
effectthat under the specified circumstances, the measles is invariably trans­
mitted to the exposed person: what can be asserted is only a high probability
(inthe senseof statistical frequency) of transmission. The same type of argument
canbe used also for predicting or postdicting the occurrence of a case of the
measles.

Similarly, in a psychoanalytic explanation of the neurotic behavior of an
adultby reference to certain childhood experiences, the generalizations which
mightbe invoked to connect the antecedent events with those to be explained
can be construed at best as establishing more or less high probabilities for the
connectionsat hand, but surely not as expressions of unexceptional uniformities.

Explanations, predictions, and postdictions of the kind here illustrated
differfrom those previously discussed in two important respects: The laws
invoked are of a different form, and the statement to be established does not

follow deductively from the explanatory statements adduced. We will now
consider these differences somewhat more closely.

The laws referred to in connection with the schema (1.1), such as the laws
of Newtonian—mechanics, are what we will call statgmjltgpjgttictly- universal_..-_H4

hum, or strictlyuniversalstatements.A statement oftliis kind is an assertion—which
mayStill—£830 the effect that all caseswhich meet certainspecified
conditionswill unexceptionally have such and such further characteristics. For
example, the statement ‘All crows are black’ is a sentence of strictly universal
form; and so is Newton's first law of motion, that any material body which is
not acted upon by an external force persists in its state of rest or of rectilinear
motion at constant speed.

The laws invoked in the second type of explanatory and related arguments,
on the other hand, are, as we will say, of statisticalform; they are statisticalprob­
abilitystatements.A statement of this kind is an assertion—which may be true
or false—to the effect that for cases which meet conditions of a specified kind,
theprobability of having such and such further characteristics is so—and-somuch.‘

4. The distinction here made concerns. then, exclusively theform of the statements under
consideration and not their truth status nor the extent to which they are supported by
empiricalevidence. If it were established, for example, that actually only 80 per cent of allcrows
areblack, this would not show that ‘Allcrows are black', or S1for short. was a statisticalprobab­
ility statement, but rather that it was a false statement of strictly universal form. and that ‘The
probability for a crow to be black is .8,’or 52for short, was a true statement of statisticalform.

(Continued overleaf)



[I 76] STRUCTURE AND FUNCTION or SCIENTIFIC CONCEPTS AND THEORIES

To put the distinction in a nutshell: A strictly universal statement of the
simplest kind has the form ‘All casesof P are cases of Q’; a statisticalprobability
statement of the simplest kind has the form ‘The probability for a case of P to
be a caseof Q is r.’ While the former implies an assertion about any particular
instance of P—namely, that it is also an instance of Q—the latter implies no
similar assertion concerning any particular instance of P or even concerning any
finite set of such instances.5 This circumstance gives rise to the second distinctive
characteristic mentioned above: the statement E describing the phenomenon
being explained, predicted, or postdicted (for example, johnny’s catching the
measles) is not logically deducible from the explanatory statements adduced
[for example, (C1)Johnny was exposed to the measles; (C2) johnny had not
previously had the measles; (L) For persons who have not previously had the
measles and are exposed to it, the probability is .92 that they will contract the
disease]; rather, on the assumption that the explanatory statements adduced
are true, it is very likely, though not certain, that E is true as well. This kind of
argument, therefore, is inductive rather than strictly deductive in character:
it offers the conclusion E on the basisof other statements which constitute only
partial, if strongly supporting, grounds for it. An argument of this kind—no
matter whether it is used for explanation, prediction, or postdiction, or for yet

another purpose—will be called an inductivesysmnatizatiou. In particular, 313’
will assume of_919_illcl!LC£i¥£_s¥smxngtizqtipllthatjhg .conclusignis not logically

implied by the premises: Again, the procedure of establishing an arguinenrthof
them.— just‘fscriEd will alsobegalled.inslHQEiVEjXEEQHEIQZati011­

By way of further illustration, let us note here two explanatory arguments

5. For a fuller discussion of this point, see, for example, Nagel (1939, section 7), Reichen­
bach (1949, sections 63—07),Cramér (1946. Chapter 13).

(I. The explanatory and predictive useofstatistical laws constitutes perhaps the most impor­
tant type ofinductive systematization; but the occurrence of such laws among the premises is
not required by our general concept ofinductive systematization. And indeed. asCarnap (1950,
pp. 574—75)has pointed out, it is sometimes possible to make predictions of an inductive
character exclusively on the basisofinformation about a finite set of particular cases,without
the mediation of any laws whatever. For example. information to the effect that a large sample
of instancesof P has been examined, that all ofits elements have the characteristic Q, and that
a certain case x. not included in the sample, is an instance of P, will lend high inductive support
to the prediction that x, too, has the characteristic Q. Also, it is sometimes possible to base an
inductive systematization on a set of premises which include one or more strictly universal
statements, but no statistical laws. An example of such a systematization will be found in
Section 9, in the prediction based on the formulas (9.())-(‘).12).

Furthermore. to be sure, neither 5, nor Sacanever beestablished conclusivelyzthey canonly
be more or less well supported by available evidence; each of them thus has a more or less
high logical, or inductive, probability, relative to that evidence. But this again does not alTect
at all the fact that S1is of strictly universal and S2of statistical form.
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whichare of the inductive kind just characterized. They are adduced by von
Misesin a statement to the effect that the everyday notion of causal explanation
willeventually adjust itself to changes in the logical form of scientific theories
(especiallyto the use of statistical probability statements as explanatory prin­
ciples):“We think," von Mises says, that “people will gradually come to be
satisfiedby causal statements of this kind: It is becausethe die was loaded that
the‘six’shows more frequently (but we do not know what the next number
Willbe); or: Becausethe vacuum was heightened and the voltage increased, the
radiationbecame more intense (but we do not know the precise number of
scintillationsthat will occur in the next minute)."" Clearly, both of these state­
mentscan be construed as inductive explanations of certain physical phenomena.

All the cases Of;S_CiQQ§lt1£“systematization we have considered share this
characteristic:they make usegf laws or generalprincipleseitherof
Stricgygjlgilersalmgrof sZtafisticalform. These general laws have the function
0festablishingsystematic connections among empirical facts in such a way that
withtheir help some empirical occurrences may be inferred, by way of explan­
ation,prediction, or postdiction, from other such occurrences. When, in an
explanation,we say that the event described by E occurred "because" of the
circumstancesdetailed in Cl, C 2 . . . Ck, that phrase has significance if it can be
construed as referring to general laws which render C1, C2 . . . Ck relevant to
E in the sensethat, granted the truth of the former, they make the truth of the
lattereither certain (as in a deductive systematization) or inductively probable
(asin an inductive systematization). It is for this reason that the establishment
0f general laws is of crucial importance in the empirical sciences.

2. OBSERVABLESAND THEORETICAL ENTITIES

Scientific:.systematizatipnfisultimately- -aimed .at.establishing explanatory
andpredictiveorderamongthe bewilderineg complex f‘data”of our experience,
the,phenomena than be “directly observedH by us. It is a remarkable fact,
therefore,thaFlegreatest advances in scientific systematization have not been
accomplished by means of laws referring explicitly to__c).bseryables,i.e., to things
andevents which are ascertainable by direct observation, but rather bywnieapigf
laws that speak of various hypothetical, or theoretical, entities, i.e., presumptive
ObWt-s,aridnzittributes which cannot be perceivedor otherwisedirectly
Observed by us.

7. Mises (1951, p. 188). Whether it is advisable to refer to explanations of this kind as
causal is debatable: since the classical conception of causality is intimately bound up with
the idea of strictly universal laws connecting cause and effect. it might be better to reserve the
term 'causal explanation' for some of those explanatory arguments of form (1.1) in which all
the laws invoked are of strictly universal form.
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For a fuller discussion of this point, it will be helpful to refer to the familiar
rough distinction between two levels of scientific systematization: the level of
empiricalgeneralization, and the level of theoryformation.8 The early stages in the
development of a scientific discipline usually belong to the former level, which
is characterized by the search for laws (of universal or statistical form) which
establish connections among the directly observable aspects of the subject
matter under study. The more advanced stages belong to the second level,where
research is aimed at comprehensive laws, in terms of hypothetical entities,
which will account for the uniformities established on the first level. On the

first level, we find everyday physical generalizations such as ‘Where there is
light there is heat’, ‘Iron rusts in damp air’, ‘Wood floats on water, iron sinks in
it’; but we might assign to it also such more precise quantitative laws as Galileo’s,
Kepler’s, Hooke's, and Snell’s laws, as well as botanical and zoological general­
izations about the concomitance of certain observable anatomical, physical,
functional, and other characteristics in the members of a given species; general­
izations in psychology that assert correlations among diverse observable aspects
of learning, of perception, and so forth; and various descriptive generalizations
in economics, sociology, and anthropology. All these generalizations, whether
of strictly universal or of statisticalform, purport to express regular connections
among directly observable phenomena, and they lend themselves, therefore, to
explanatory, predictive, and postdictivc use.

On the second level, we encounter general statements that refer to electric,
magnetic, and gravitational fields, to molecules, atoms, and a variety of sub­
atomic particles; or to ego, id, superego, libido, sublimation, fixation, and
transference; or to various not directly observable entities invoked in recent
learning theories.

In accordance with the distinction here made, we will assume that the (extra­
logical) vocabulary of empirical science,or of any of its branches, is divided into
two classes:observationaltermsand theoreticalterms.In regard to an Mal
term it is possible, under suitable circumstances, to decide by means of direct
Wes ordoesnotapplytoagivensittition.

Observation may here be construed so andly as to inclu&:not only per­
ception, but also sensation and introspection; or it may be limited to the per­
ception of what in principle is publicly ascertainable, i.e., pcrceivable also by
others. The subsequent discussion will be independent of how narrowly or
how liberally the notion of observation is construed; it may be worth noting,

8. Northrop (1947, Chapters [11and IV), for example, presents this distinction very sug­
gestively; he refers to the two levels as "the natural history stage of inquiry" and "the stage
of deductively formulated theory." A lucid and concise discussion of the idea at hand will
be found in Feigl (1948).
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however, that em irical science aims for a system of publicly testable statements,

and that, accordingly, thewgbservationaldata _whosg_c_or_rectprediction is the
hallmarkofa'surcgessfglihecgyaregvleast thought of as couched in terms whose
win—13513753[given situation different individuals can ascertain with high\ 7 _-.-Ht. __

:11;er bi meansof dipcfigbsirygtion. Statementswhich purport to des­
cribereadings of measuring instruments, changes in color or odor accompanying
a chemicalreaction, verbal or other kinds of overt behavior shown by a given

subject under specified observable conditions—these all illustrate the me of
intersuly'ectim'lyapplicable observational terms.”

Theoretical terms, on the other hand, usually purport to refer to not directly
observableentities and their characteristics; they function, in a manner soon

to be examined more closely, in scientific theories intended to explain empirical
generalizations. '

The preceding characterization of the two vocabularies is obviously vague;
it offersno precise criterion by means of which any scientific tertn maybe un­
equivocally classified as an observational term or as a theoretical one. gilt not
suchprecise criterion is needed here; the questions to be examined in this essay
are independent of precisely where the dividing line between the terms of the
observationaland the theoretical vocabularies is drawn.

3. WHY THEORETICAL TERMS?

The use of theoretical terms in science gives rise to a perplexing problem:
Why should science resort to the assumption of hypothetical entities when it is
interestedin establishing predictive and explanatory connections among ob­
servables:Would it not be sufiicient for the purpose, and much lessextravagant
at that, to search for a system of general laws mentioning only observables, and
thusexpressed in terms of the observational vocabulary alone?

Many general statements in terms of observables have indeed been formu­
lated; they constitute the empirical generalizations mentioned in the preceding

9. In his essay on Skinner’s analysis of learning (in Estes er al. 1945), Verplanck throws
an illuminating sidelight on the importance, for the observational vocabulary (the terms
of the data-language, as he calls it), of high uniformity of use among different experimenters.
Verplanckargues that while much of Skinner's data-language is sound in this respect. it is“con­
taminated” by two kinds of term that are not suited for the description of objective scientific
data.The first kind includes terms “that cannot be successfullyusedby many others" ;the second
kind includes certain terms that should properly be treated as higher-order theoretical ex­
pressions.

The nonpreciseand pragmatic character of the requirement of intersubjective uniformity
of useis nicely reflectedin Verplanck‘s conjecture “that if one were to work with Skinner. and
read his'reeords with him. he would find himself able to make the same diseriminations as
does Skinner and hence eventually give some of them at leastdata-language status" (lac.at,
p. 27911).
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section. But, vexingly, many if not all of them suffer from definite short­
comings: they usually have a rather limited range of application; and even
within that range, they have exceptions, so that actually they are not true general
statements. Take for example, one of our earlier illustrations:

(3.1) Wood floats on water; iron sinks in it.

This statement has a narrow range of application in the sense that it refers only
to wooden and iron objects and concerns their floating behavior only in regard
to water.10 And, what is even more serious, it has exceptions: certain kinds of
wood will Sink in water, and a hollow iron sphere of suitable dimensions will
float on it.

As the history of science shows, flaws of this kind can often be remedied by
attributing to the subject matter under study certain further characteristics
which, though not open to direct observation, are connected in specifiedways
with its observable aspects, and which make it possible to establish systematic
connections among the latter. For example, a generalization much more satis­
factory than (3.1) is obtained by means of the concept of the specificgravity of
a body x, which is definable as the quotient of its weight and its volume:

(3.2) Def. s(x)= w(x)/v(x)

Let us assume that w and v have been characterized operationally, i.e., in terms
of the directly observable outcomes of specified measuring procedures, and
that therefore they are counted among the observables. Then 5, as determined
by (3.2), might be viewed as a characteristic that is less directly observable;
and, just for the sake of obtaining a simple illustration, we will classifys as a
hypothetical entity. For 3,we may now state the following generalization, which
is a corollary of the principle of Archimedes:

(3.3) A solid body floats on a liquid if its specific gravity is less than that of the
liquid.

This statement avoids, first of all, the exceptions we noted above as refuting
(3.1); it predicts correctly the behavior of a piece of heavy wood and of a hollow
iron sphere. Moreover, it has a much wider scope: it refers to any kind of solid
object and concerns its floating behavior in regard to any liquid. Even the new

10. It should be mentioned, however, that the idea of the range of application of a general­
ization is here used in an intuitive sense which it would be difficult to explicate. The range of
application of (3.1), for example, might plausibly be held to be narrower than here indicated:
it might be construed as consisting only ofwooden-objectS-placed-in-water and iron-objects­
placed-in-water. On the other hand. (3.1) may be equivalently restated thus: Any object
whatever has the two properties of either not being wood or floating on water, and of either
not being iron or sinking in water. In this form, the generalization might be said to have the
largest possible range of application, the class of all objects whatsoever.
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generalization has certain limitations, of course, and thus invites further im­
provement. But instead of pursuing this process, let us now examine more
closelythe way in which a systematic connection among observables is achieved
by the law (3.3), which involves a detour through the domain of unobservables.

Suppose that we wish to predict whether a certain solid object 12will float
on a given body I of liquid. We will then first have to ascertain, by appropriate
operational procedures, the weight and the volume of b and I. Let the resultsof
thesemeasurementsbe expressed by the following four statements 01, Oz,0,, 0‘:

(3 ) 01: w(b)= wl; Oz: v(b)= v1
' 03: w(l)=w2; O4: v(l)=v2

where w], wz, :21,V2,are certain positive real numbers. By means of the definition
(3.2),we can infer, from (3.4), the SPCCiflCgravities of b and I:
(35) 5(5) = “’1/1’1i-‘(ll = wz/Vz
Supposenow that the Firstof these values is less than the second; then (3.4), via
(3.5)implies that

(3.6) 5(1)) < s(l)

By means of the law (3.3), we can now infer that
(3.7) b floats on I
Thissentencewill also be called 05. The sentences 0,, 02, 03, O4, 05 then share
the characteristic that they are expressed entirely in terms of the observational
vocabulary; for on our assumption, ‘w’ and ‘v’ are observational terms, and so
are ‘b’and ‘l', which name certain observable bodies; finally, ‘floats on’ is an
observational term because under suitable circumstances, direct observation

willshow whether a given observable object floats on a given observable liquid.
On the other hand, the sentences (3.2), (3.3), (3.5), and (3.6) lack that character­
istic,for they all contain the term ‘3’, which, in our illustration, belongs to the
theoretical vocabulary.

The systematic transition from the “observational data" listed in (3.4) to
the prediction (3.7) of an observable phenomenon is schematized in the accom­
panying diagram. Here, an arrow represents a deductive inference; mention,

o (3-2) ‘

012) —-—> 3(1))= til/w1 (3 3)

(3'8) (3.2) ? Tia) < 5(1)——> 05

0'} -——>5([) = Vz/wz04
J

l a : :
Data described Systematic connection effected by statements Prediction
in terms of making reference to nonobscrvables in terms of
observables observables
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above an arrow, of a further sentence indicates that the deduction is effected by
means of that sentence, i.e., that the conclusion stated at the right end follows
logically from the premises listed at the left, taken in conjunction with the
sentence mentioned above the arrow. Note that the argument just considered
illustrates the schema (1.1), with 01, Oz, 03, O4 constituting the statementsof
particular facts, the sentences (3.2) and (3.3) taking the place of the general laws,
and 05 that of E.“

Thus, the assumption of nonobservable entities servesthe purposesof system­
atization: it provides connections among observables in the form of laws con­
taining theoretical terms, and this detour via the domain of hypothetical entities
offers certain advantages, some of which were indicated above.

In the case of our illustration, however, brief reflection will show that the

advantages obtained by the “theoretical detour" could just as well have been
obtained without ever resorting to the useof a theoretical term. Indeed, by virtue
of the definition (3.2), the law (3.3) can be restated as follows:

(3.3). A solid body floats on a liquid if the quotient of its weight and its volume
is less than the corresponding quotient for the liquid.

This alternative version clearly shares the advantages we found (3.3) to have
over the crude generalization (3.1); and, of course, it permits the deductive
transition from 01, 02, 03, 0a to 05 just aswell as does (3.3)in conjunction with
(3.2).

The question arises therefore whether the systematization achieved by
general principles containing theoretical terms can always be duplicated by
means of general statements couched exclusively in observational terms. To
prepare for an examination of this problem, we must first consider more closely
the form and function of a scientific theory.

4. STRUCTURE AND INTERPRETATION OF A THEORY

Formally, a scientific theory may be_cons_idercdas a set of sentences expressed
- -_———-—vr—­

11. Since (3.2) was presented as a definition, it might be considered inappropriate to include
it among the general laws efTectingthe predictive transition from 01, Oz. 0,, O‘. to 05. And
indeed, it is quite possible to construe the concept of logical deduction as applied to (1.1) in
such a way that it includes the use of any definition as an additional premise. In this case,
(3.3) is the only law invoked in the prediction here considered. On the other hand, it is also
possible to treat sentences such as (3.2). which are usually classified as purely definitional, on a
par with other statements of universal form, which are qualified as general laws. This view is
favored by the consideration, for example. that when a theory conflictswith pertinent empirical
data, it is sometimes the "laws" and sometimes the “definitions” that are modified in order to
accommodate the evidence. Our analysis of deductive systematization is neutral with respect
to this issue.



The Theoretician’s Dilemma [1 8 3]

in m of a specificvocabuEy. The vocabulary, VT,of a theory T will be
understood to conga of the extralogical terms of T, i.e., those which do not
belong to the vocabulary of pure logic. Usually, some of the terms of VT are
definedby means of others; but, on pain of a circle or an infinite regress, not all
of them can be so defined. Hence, If may be_assumed_to_bedivided into two
subsets: prinlMLternis—those for which—rid definition is specified—.a—nclEiI-Zined
IBWnalogously,hmany of the sentences of a theory are derivable from others
bymeansof the principles of deductive logic (and the definitions of the defined
terms); but, on pain of a vicious circle or an infinite regress in the deduction,
not all of the theoretical sentences can be thus established. Hence, the set of

“NWCCLEX T._f?lli_ll‘$.°i$2§9l3$9§§_RYEEIEQQ£11.tenses.-OI—PDSIHIa-H’S
(also calledlxioms), and derivative sentences, or theorems. Henceforth, we will
assumethat theories-are stated in the form of axiomatized systems as here des­
cribed;i.e., by listing, first the primitive and the derivative terms and the defini­
tionsfor the latter, second, the postulates. In addition, the theory will always
be thought of as formulated within a linguistic framework of a clearly specified
logicalstructure, which determines, in particular, the rulesof deductive inference.

The classicalparadigms of deductive systems of this kind are the axiomati­
zationsof various mathematical theories, such as Euclidean and various forms

of non-Euclidean geometry, and the theory of groups and other branches of
abstractalgebra;12 but by now, a number of theories in empirical science have
likewisebeen put into axiomatic form, or approximations thereof; among them,
parts of classical and relativistic mechanics,13 certain segments of biological
theory“ and some theoretical systems in psychology, especially in the field of
learning;15in economic theory, the concept of utility, among others, has received
axiomatictreatment.”

12. A lucid elementary discussion of the nature of axiomatized mathematical systems
may be found in Cohen and Nagel (1934), Chapter VI; also reprinted in Feigl and Brodbeck
(1953).For an analysis in a similar vein, with special emphasis on geometry, see also Hempel
(1945).An excellent systematic account of the axiomatic method isgiven in Tarski (1941,Chap­
tersVl-X); this presentation, which makes use of some concepts of elementary symbolic logic,
as developed in earlier chapters. includes several simple illustrations from mathematics. A
careful logical study of deductive systems in empirical science with special attention to
the role of theoretical terms, is carried out in the first three chapters of Braithwaite (1953)
and a logically more advanced exposition of the axiomatic method, coupled with applications
to biological theory, has been given by Woodger, especially in (1937) and (1939).

13. See. for example, Hermes (1938); Walker (1943-1949). McKinsey, Sugar, and Suppes
(1953); McKinsey and Suppes (1953), Rubin and Suppes (1953), and the further references
given in these publications. An important pioneer work in the field is Reichenbach (1924).

14. See expecially Woodger (1937) and (1939).
15. See for example, Hull et al. (1940).

16. For example, in von Neumann and Morgcnstern (1947), Chapter Ill and Appendix.
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If the primitive terms and the postulates of an axiomatized systemhave been
specified, then the proof of theorems, i.e., the derivation of further sentences
from the primitive ones—can be carried out by means of the purely formal
canons of deductive logic, and thus, without any reference to the meanings of
the terms and sentences at hand; indeed, for the deductive development of an
axiomatized system, no meanings need be assigned at all to its expressions,
primitive or derived.

Howeverradeducrimystemccamfunction as a theory in empiricalscience

onlyif fi_t,h_a.5_b£CLleE‘}i‘LQlterpretqtioLbyreference to empirical phenomena.
WMgQchhinterpretationE beingeffectedbythespecificationofa
set of interpretative sentences,which connect certain terms of the theoretical
vocabulary. with observational terms.17The character of these sentences will
be examined in detail in subsequent sections; at present it may be mentioned
as an example that interpretative sentences might take the form of so-called
operational definitions, i.e., of statements specifying the meanings of theoretical
terms with the help of observational ones; of special importance among these
are rules for the measurement of theoretical quantities by reference to observ­
able responses of measuring instruments or other indicators.

The manner in which a theory establishes explanatory and predictive con­
nections among statements couched in observational terms can now be illus­
trated in outline by the following example. Suppose that the Newtonian theory
of mechanics is used to study the motions, under the exclusive influence of their
mutual gravitational attraction, of two bodies, such as the components of a
double-star system, or the moon and a rocket coasting freely 100 miles above
the moon's surface. On the basis of appropriate observational data, each of the
two bodies may be assigned a certain mass, and, at a given instant to, a certain
position and velocity in some specified frame of reference. Thus, a first step is
taken which leads, via interpretative sentences in the form of rules of measure­
ment, from certain statements 0,, O2 . . . 0“ which describe observable in­

17. Statements effecting an empirical interpretation of theoretical terms have been
discussedin the methodological literature under a variety of names. For example, Reichenbach,
who quite early emphasized the importance of the idea with special reference to the relation
between pure and physical geometry, speaks of coordinative definitions (1928, section 4; also

1951. Chapter Vlll); Campbell [1920,Chapter VI; an excerpt from this chapter is reprinted
in Feigl and Brodbeck (1953)] and Ramsey (1931. pp. 212-36) assume a dictionaryconnecting
theoretical and empirical terms. (See also Section 8 below). Margenau (1950, especially
Chapter 4) speaks of rulesofcorrespondence,and Carnap (1956) has likewise used the general term
‘correspondencerules.’ Northrop's epistemic correlations (1947, especially Chapter VII) may be
viewed as a special kind of interpretative statements. For a discussion of interpretation as a
semantical procedure, see Carnap (1939, sections 23, 24, 25), and Hutten (1956, especially
Chapter II). A fuller discussionof interpretative statements is included in sections6,7, 80f the
present essay.
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strument readings, to certain theoretical statements, say H1, H2 . . . H6, which
assignto each of the two bodies a specific numerical value of the theoretical
quantitiesmass, position, and velocity. From these statements, the law of gravi­
tation,which iscouched entirely in theoretical terms, leadsto a further theoretical
statement, H7, which specifies the force of the gravitational attraction the two
bodiesexert upon each other at to; and H7 in conjunction with the preceding
theoretical statements and the laws of Newtonian mechanics implies, via a
deductiveargument involving the principles of the calculus, certain statements
H3, H9, H10, H11,which give the positions and velocites of the two objects at
a specifiedlater time, say t1.Finally, use in reverse of the interpretative sentences
leads,from the last four theoretical statements, to a set of sentences 0'1, 0'2 . . .
O’m, which describe observable phenomena, namely, instrument readings
that are indicative of the predicted positions and velocities.

By means of a schema analogous to (3.8), the procedure may be represented
as follows:

(4.1) {o,, o, . . . 0,} is {H,, H, . . . H.}—G>{H1,H2. . . H,, 14,}

9.4) {H,, H,, H,,, H11}_R_>{o',, o', . . . 03,}

Here, R is the set of the rules of measurement for mass,position, and velocity;
theserules constitute the interpretative sentences; G is Newton's law of gravi­
tation,and LM are the Newtonian laws of motion.

In reference to psychology, similar schematic analyses of the function of
theories or of hypotheses involving “intervening variables” have repeatedly
beenpresented in the methodological literature.” Here, the observational data
with which the procedure starts usually concern certain observable aspects of
an initial state of a given subject, plus certain observable stimuli acting upon the
latter; and the final observational statements describe a response made by the
subject. The theoretical statements mediating the transition from the former
to the latter refer to various hypothetical entities, such as drives, reserves,
inhibitions, or whatever other not directly observable characteristics, qualities,
or psychological states are postulated by the theory at hand.

5. THE THEORETICIAN’S DILEMMA

The preceding account of the function of theories raises anew the problem
encountered in section 3, namely, whether theitheoretical detgm__throug_ha
domain of not directly observable things, events, or characteristics cannot be

18. A lucid and concisepresentation may be found, for example, in Bergmann and Spence
(1941).
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entirely avoided. Assume, for example, that—as will often be the case—the
interpretative sentences as well as the laws asserted by the theory have the form
of equations which connect certain expressions in terms of theoretical quantities
either with other such expressions, or with expressions in terms of observable
quantities. Then the problem can be stated in Hull’s succinct formulation: "If
you have a secure equational linkage extending from the antecedent observable
conditions through to the consequent observable conditions, why, even though
to do so might not be positively pernicious, use several equations where one
would doe”m Skinner makes the same point in more general form when he
criticizes the construction, in psychological theories, of causal chains in which a
first link consisting of an observable and controllable event is connected with
a final (“third”) one of the same kind by an intermediate link which usually is
not open to observation and control. Skinner argues: “Unless there is a weak
spot in our causal chain so that the second link is not lawfully determined by the
first, or the third by the second, then the first and third links must be lawfully
related. If we must always go back beyond the second link for prediction
and control, we may avoid many tiresome and exhausting digressionsby exam­
ining the third link as a function of the first."20

The conclusion suggested by these arguments might be called the pargdgx
cgftheorizing. It asserts that if the terms and theigianeral principles of a scientific
tHebJs’éFG‘e'their purpose, i.e., if 7they establish "definite—ConneCtionsamong
observablephenomena,thentheycanbedispensed CCBainoflaws
and interpretative statements establishingqsucha connection should then be
replaceable by a law which directly links observational antecedents to obser­
vational consequents.

By adding to this crucial thesis two further statements which are obviously
true, we obtain the premises for an argument in the classicalform of a dilemma:

(5.1) If the terms and principles of a theory serve their purpose they are un­
necessary,asjust pointed out; and if they do not serve their purpose they
are surely unnecessary. But given any theory, its terms and principles

either‘sege*@M ortheydonot. Hence:the termsandprinciples
of any theory are unnecessary. W

This argument, whose conclusion accords well with the views of extreme
methodological behaviorists in psychology, will be called the theoretician's
dilcnmm.

However, before yielding to glee or to gloom over the outcome of this
argument, it will be well to remember that the considerations adduced so far

19. Hull (1943, p. 284).
Z). Skinner (1953, p. 35).
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in support of the crucial first premise were formulated rather sketchily. In order
to form a more careful judgment on the issue, it will therefore be necessary to
inquire whether the sketch can be filled in so as to yield a cogent argument. To
thistask we now turn.

6. OPERATIONAL DEFINITIONS AND REDUCTION SENTENCES

It will be well to begin by considering more closely the character Qimtcr­

pretativese uses.In‘Wse, sucha sentencecouldbe an explicit
deEnitionof a theoretical expression in terms qfqobservationalones,as illMd
by (3.2). In this case, the theoretical term is unnecessary in the strong sense that
it can always be avoided in favor of an observational expression, its definiens.
If all the primitives of a theory T are thus defined, then clearly T can be stated
entirely in observational terms, and all its general principles will indeed be laws
that directly connect observables with observables.

This would be true, in particular, of any theory that meets the standards of
operationism in the narrow sensethat each of its terms isintroduced by an explicit
definition stating an observable response whose occurrence is necessary and
sufficient,under specified observable test conditions, for the applicability of the
term in question. Suppose, for example, that the theoretical term is a one-place
predicate, or property term, ‘Q'. Then an operational definition of the kind
just mentioned would take the form

(6.1)Def. Qx E (Cx :3 Ex)

i.e., an object x has (by definition) the property Q if and only if it is such that if
it is under test conditions of kind C then it exhibits an effect, or response, of
kind E. Tolman’s definition of expectancy of food provides an illustration:
“When we assert that a rat expects food at L, what we assert is that (1)he is
deprived of food, (2) he has been trained on path P, (3) he is now put on path P,
(4)path P is now blocked, and (5) there are other paths which lead away from
path P, one of which points directly to location L, then he will run down the
path which points directly to location L.”21We can obtain this formulation by
replacing, in (6.1), ‘Ox’ by ‘rat x expects food at location L’, ‘Cx’ by the con­
junction of the conditions (1), (2), (3), (4), (5) for rat x, and ‘Ex’ by ‘x runs down
the path which points directly to location L’.

However, as has been shown by Carnap in a now classicalargument,22 this
manner of defining scientific terms, no matter how natural it may seem, en­

21. Tolman, Ritchie, and Kalish (1946, p. 15). See the detailed critical analysisofTolman's
characterization of expectancy in MacCorquodalc and Mcehl (1945,pp. 179-81).

22. See Carnap (1936-37), section 4.
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counters a serious difficulty. For on the standard extensional interpretation, a
conditional sentence, such as the definiens in (6.1), is false only if its antecedent
is true and its consequent false. Hence, for any object which does not satisfy
the test conditions C, and for which therefore the antecedent of the definiens is
false, the definiens as a whole is true; consequently, such an object will be

assigned the property Q. In terms of our illustration: of any rat not exposed to
the conditions (1)-(5) just stated, we would have to say that he expected food
at L—no matter what kind of behavior the rat might exhibit.

One way out of this difficulty is suggested by the following consideration.
In saying that a given rat expects food at L, we intend to attribute to the animal
a state or a disposition which, under circumstances (1)-(5), will cause the
rat to run down the path pointing directly to L; hence, in a proper operational
definition, E must be tied to C nomologically, i.e., by virtue of general laws of

the kind expressing causal connections. The extensional ‘if . . . then . . .'—
which requires neither logical nor nomological necessity of connection—
would therefore have to be replaced in (6.1) by a stricter, nomological counter­
part which might be worded perhaps as ‘if . . . then, with causal necessity, . . .'.
However, the idea of causal or of nomological necessity here invoked is not

Clearenough at present to make this approach seem promising.23

Carnap“ has proposed an alternative way of meeting the difiiculty encoun­
tered by definitions of the form (6.1); it consists in providing a partial rather
than a complete specification of meaning for ‘Q'. This is done by means of
so-called reduction sentences; in the simplest case, (6.1) would be replaced by

the following bilateral reduction sentence:

(6. ) CxD(QxEEx)

This sentencespecifiesthat if an object is under test conditions of kind C, then
it has the property Q just in case it exhibits a response of kind E. Here, the use
of extensional connectives no longer has the undesirable aspects it exhibited in
(6.1).If an object isnot under test conditions C, then the entire formula (6.2)is true
of it, but this implies nothing as to whether the object does, or doesnot, have the
property Q. On the other hand, while (6.1) offers a full explicit definition of ‘Q',
(6.2) specifiesthe meaning of ‘Q’ only partly, namely, for just those objects that
meet condition C; for those which do not, the meaning of ‘Q' is left umpecierd.

23. On this point, and on the general problem of explicating the concept of a law of
nature, see Braithwaite (1953),Chapter IX; Burks(1951); Carnap (1956).section9; Goodman
(1955); Hempcl and Oppenheim (1948), Part III; Reichenbach (1954).

24. In his theory ofrcduction sentences,developed in Camap (1936-37).There is a question,
however. whether certain conditions which Carnap imposes upon reduction sentences do
not implicitly invoke causal modalities. On this point, see Hempel (1963), section 3.
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In our illustration, (6.2) would specify the meaning of ‘x expects food at L' only
for rats that meet conditions (1)-(5); for them, running down the path which
points to L would be a necessary and sufficient condition of food expectancy.
In reference to rats that do not meet the test conditions (1)-(5), the meaning of
‘xexpects food at L’ would be left open; it could be further specified by means
ofadditional reduction sentences.

In fact, it is this interpretation which is indicated for Tolman's concept of
food expectancy. For while the passage quoted above seems to have exactly the
form (6.1), this construal isruled out by the following sentencewhich immediately
follows the one quoted earlier: “When we assert that he does not expect food
at location L, what we assert is that, under the same conditions, he will not run

down the path which points directly to location L.” The total interpretation
thus given to ‘rat at expects food at L’ is most satisfactorily formulated in terms
of a sentence of the form (6.2), in the manner outlined in the preceding para­
graph.25

As this example illustrates, reduction sentences .ogeraprecise fornLulationof
the intent ofWMQJLQQDEL By expressingthe latter as merelypartial
specifications of meaning, they treat theoretical concepts as “open”; and the
provision for a set of different, and mutually supplementary, reduction sen­
tences for a given term reHects the availability, for most theoretical terms, of
different operational criteria of application, pertaining to different contexts.26

However, while an analysis in terms of reduction sentencesconstrues theor­
eticaltermsasnot fullydefinedby remrvabTe—sjit doesliotprove
that afrilldexpljc‘it.definition in observational terms cannotbe achievedfqrmtheor­
eticalexpressions.Amide—edit questionablewhether a proqfto this
mven be significantlyaskedfor. The next sectiondealswith this
issue in some detail.

7. ON THE DEFINABILITY OF THEORETICAL TERMS BY MEANS
OF AN OBSERVATIONAL VOCABULARY

The first, quite general, point to be made here is this: a definition of any
term, say ‘v’, by means of a set V of other terms, say ‘ul', ‘vz’ . . . vn’, has to
specify a necessary and sufficient condition for the applicability of ‘v’, expressed
in terms of some or all of the members of V. And in order to be able to judge
whether this can be done in a given case, we will have to know how the terms

25. And in fact, the total specification of meaning effected by the passages quoted is then
summarized by the authors in their "definition" DF II, which has exactly the form (6.2) of
a bilateral reduction sentence for ‘rat it expects food at L’. [Tolman, Ritchie, and Kalish (1946,
p. 15.)]

26. For a fuller discussion, see Carnap (1936—37),section 7 and (1956), section 10.
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under consideration are to be understood. For example, the vocabulary con­
sisting of the terms ‘male’ and ‘offspringof ’permits the formulation of anecessary
and sufficientcondition of application for the term ‘son of ’in its biological, but
not in its legal sense. How the given terms are to be understood can be indicated
by specifying a set U of sentences which are to be considered as true, and which
connect the given terms with each other and perhaps with other terms. Thus,
U will be a set of sentences containing ‘v’, ‘vl’ . . . ‘vn’and possibly also other
extralogical constants. For example, in the case of the biological useof the terms
‘son', ‘male’,and ‘offspring’, in reference to humans, the following setof sentences
—let us call it Ul—might be given: ‘Every son is male,’ ‘No daughter is male,’
‘x is an offspring of y if and only if x is a son or a daughter of y'.

Generally, the sentences of U specifyjust what assumptions are to be made,
in the search for a definition, concerning the concepts under consideration; and
the problem of definability now turns into the question whether it is possible
to formulate, in terms of III,Va. . . v", a condition which, in virtue oft/1cassumptions
included in. U, will be both necessary and sufficient for 12.Thus, using an idea set
forth and developed technically by Tarski,27we see that the concept of defina­
bility of ‘v’ by means of ‘v’l, ‘Va’. . . ‘vn' acquires a precise meaning only if it
is explicitly relativized by reference to a set U of specifying assumptions. That
precise meaning may now be stated as follows:

(7.1) ‘v’isdefinable by means of the vocabulary V = {‘vl’, ‘vz', . . ., ‘vn’}relative
to a fInite set U of statements containing, at least, ‘v’ and all the elements of V
if from U there is deduciblc at least one sentence stating a necessary and suHicient
condition for vin terms of no other cxtralogical constants than the members of V.

If all the terms under study are one-place predicates of the first order, for
example, then a sentence of the required kind could most simply be stated in
the form

(7.2) v(x) E D(x, v1, v2, . . ., tin) 7

where the expressionon the right-hand sidestands for asentciitial function whose
only free variable is ‘x', and which contains no cxtralogical constant other than
those included in V.

Similarly, in the case of our illustration, the set U1 specified above implies
the statement:

x is a son of y E (x is male and x is an offspring of y)

so that, relative to U1, ‘son’ is definable as ‘male offspring’.

27. Sec Tarski (1935), especially pp. 80-83.
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A definition that is not simply a convention introducing an abbreviatnry
notation (such as the convention to let ‘x" be short for ‘x-x-x-x-x') is usually
considered as stating the synonymy of two expressions, or, as it is often put. the
identityof their meanings.Now the question of the definability of a given term
‘v' by means of a set V of other terms surely is not simply one of notational
fiat; and indeed it will normally be construed as concerning the possibility of
expressing the meaning of the term ‘v’by reference to the meanings of the mem­
bers of V. Ifthis conception is adopted, then naturally the information needed
to answer the question of definability will concern the meaningsof 'v' and of the
members of V; accordingly, the statements in U which provide this information
will then be required not simply to be true, but to be analytic, i.e., true by virtue
of the intended meanings of the constituent terms. In this case, the statements in
U would have the character of meaning postulates in the sense of Kemeny and
Carnap.”8

But in a study of the defmabiligz QthcQLetical expressions by means of
observation terms, it is neither necessary nor eyen advisable to construe defin­
itionE—tliisinten—s’ionalmanhethffirs-tof all, the idea of meaning, and related
notions such as those of analyticity and synonymy, are by no means as clear as
they have long been considered to be,” and it will be better, therefore, to avoid
them when this is possible.

Secondly, even if those concepts are accepted as clearly intelligible, the
definability of a theoretical term still cannot be construed exclusively as the
existence of a synonymous expression containing only observational terms: it
would be quite sqfiicient if a coex ensive (rather than a strictly cointensive, or
synonymous)expressionin temrvables wereforthcoming.Forsuch
an expression_w\ouE"i-Epiesent"aii—empiriqally necessary and sufficient obser­
vational condition—ofapplicability {of the theoretical term; and this is all that
is required for our purposes. “Infact, the sentence stating the coextensiveness in
question, which might have the form (7.2) for example, can then be given the
status of a truth-by-definition, by a suitable reformalization of the theory at
hand.

It is of interest to note here that a necessary and sufficientobservational con­
dition for a theoretical term, say ‘Q', might be inductively discovered even if
only a partial specificationof the meaning of ‘Q' in terms of observables were

28 See Kemcny (1951) and (1952); Carnap (1952).
29. On this point. see especially Quine (1951); Goodman (1949); White (1950) and (1956,

Part ll). The significanceof the notion of analyticity in special reference to theoretical state­
ments is critically examined, for example, in Pap (1953) and (1955) and in Hempel (1903).
Arguments in defenseof concepts such as analyticity and synonymy are advanced in the follow­
ing articles, among others: Carnap (1952), (1955); Grice and Strawson (1956); Martin (1952);
Mates (1951); Wang (1955).
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available. Suppose, for example, that a set of alternative conditions of appli­
cation for ‘Q' has been specified by means of bilateral reduction sentences:

(7.3) Clx D (Qx E Elx)
sz Z) (Qx E Bax)

where all predicates except ‘Q’ are observational. Suppose further that suitable
investigations lead to the following empirical generalizations:

(7.4) Clx :3 (Ox E Elx)
sz D (OxE Eax)

where ‘Ox’ stands for a sentential function in ‘x’ which contains no nonobser—

vational extralogical terms. These findings, in combination with (7.3), would
inductively support the hypothesis
(7.5) Qx E Ox
which presents a necessary and sufficient observational condition for Q. How­
ever, (7.5) even if true (its acceptance involves the usual “inductive risk”) clearly
does not express a synonymy; if it did, no empirical investigations would be
needed in the first place to establishit. Rather, it states that, asa matter of empirical
fact, ‘0’ is coextensive with ‘Q’, or, that O is an empirically necessary and suffi­
cient condition for Q. And if we wish, we may then imagine the theory-plus­
interpretation at hand to be thrown into the form of a deductive systemin which
(7.5) becomes a definitional truth, and (7.3) assumes the character of a set of
empirical statements equivalent to those listed in (7.4). i

It might be mentioned here in passing that a similarly broad extensional
interpretation of definability is called for also in the context of the problem
whether a given scientific discipline, such as psychology, can be “reduced” to
another, such as biology or even physics and chemistry.30 For one component
of this problem is the question whether the terms of the first discipline can be
defined by means of those of the latter; and what is wanted for this purpose is
again a set of empirical hypotheses providing for each psychological term a neces­

30. .On the problem of “reducing” the concepts of one discipline to those of another,
the following publications have important bearings: Nagel (1949) and (1951); Woodger
(1952, pp. 2716); Kemeny and Oppenheim (1956).
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saryand sufficientcondition of application expressedin the vocabulary of biology,
or of physics and chemistry.

When we say, for example, that _t_h.e__eowncep§_o’fmt_he“lagousuchemical

elements are definable physical terms by a characterization of the specific
ways in‘which‘ theirmolecules are composed of elementary physical particles,
we are clearly referringgtKo,resultsof experimentalresearch rather of a mere
analysis of what iseineantby the terms naming the various elements. If the latter
were the case, it would be quite incomprehensible why the problems pertaining
to the dcfmability of scientific terms should present any difficulty, and why they
should be the objects of much conjecture and controversy.

The preceding considerations have important implications for our question
whether all theoreticalater‘m‘sin empirieal science~car: be defined interim of
ObS'EleElCS.First of all, they show that the‘qu’estion as stated is elliptical: to
complete it, we have toisIeeify some set U of statements aireferred to hiya-.1):
Whatsmr-easlinably bechosenfor thispurpose?Onenaturalchoicewould
be the set of all statements, in theoretical or observational terms, that are accepted
as presumably true by contemporary science. Now, this pragmatic-historical
characterization is by no means precise and unambiguous; there is a wide border
area containing statements for which it cannot be clearly determined whether
they are accepted by contemporary science. @uturigmattekrhow the claimsof
these border—area statements are adjudicated, and no matter Awhe‘re—éwithin
reasonél'thérbofderline bet—weenObservational and theoretical terms is drawn,

it is at least an open question whether the set of presently accepted scientific
statelnentsimplics for every‘theoretical terma necessaryand-sumc-E'n‘tcoridition
of applicability7Fi- teriiisgf ‘observables. Certainly ’iho's‘c“th“‘h;vé"a§serted
Stichmd—cTin—abilityhave not supported their claim by actually deducing such
conditions, or by presenting cogent general reasons for the possibility of
doing so.

There is another way in which the claim of definability may be construed,
namely as the assertion that as our scientific knowledge becomes more compre—
hensive, it will eventually be possible to deduce from it necessary and suHicient
conditions of the required kind. (This is the sense in which definability is usually
understood by those who claim the eventual definability of the concepts of
psychology in terms of those of biology or of physics and chemistry; forethat
all the requisite definition statements—even in an extensional, empirical sense—
cannot be deduced from current psychological, biological, physical, and chemi­
cal principles scems clearf“) But to assert definability of a theoretical term in
this sense is to make a twofold claim: first, that the term in question will not

31. This point is discussed more fully in Hempel (1951).
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be abandoned in the further development of scientific theorizing; and second,
that general laws will be discovered which establish certain necessary and
suflicient conditions, expressible in observational terms, for the applicability
of the theoretical term at hand. Clearly, the truth of these claims cannot be
established by philosophic arguments, but at best by the results of further
scientific research.

Despite the precariousness of the problem, various claims and counterclaims
have been advanced by philosophers of science and by methodologically in­
terested scientists concerning the possibility of defining theoretical terms by
reference to observables.

Some among the philosophers have simply urged that nothing short of
explicit definition in terms of a vocabulary that is clearly understood can provide
an acceptable method of introducing new terms into the language of science;
and the argument supporting this view is to the effect that otherwise the new
terms are not intelligible,32To this question we will return later. The protagonists
of this view do not make an assertion, then, about the actual definability of
the theoretical terms used in contemporary empirical science; rather, they stress
the importance of clarifying the ideas of science by restating them, as far as
possible, in a language with a clear and simple logical structure, and in such a
way as to introduce all theoretical terms by means of definitions.

Other writers have argued, in effect, that scientific theories and the way in
which they function have certain pervasive logical or methodological character­
isticswhich are not affected by changes in scientific knowledge, and by reference
to which the question as to the definability of theoretical terms can be settled
without examining all the statements accepted by contemporary scienceor wait­
ing for the results of further research.

An example of this type of procedure is provided by Carnap’s argument,
referred to in the begimiing of section 6 above, which shows that definitions
of the form (6.1) camiot serve to introduce scientific concepts of the kind they
are meant to specify. The argument is limited, however, in the sensethat it does
not show (and does not claim to show) that an explicit definition of theoretical
terms by means of observational ones is generally impossible.

More recently,33 Carnap has extended his examination of the problem in
the following direction. Suppose that a given object, I), exhibits this kind of

32. One writer who is impelled by his "philosophical conscience" to take this view is
Goodman (see 1951, Chapter I; 1955, Chapter II, section 1). A similar position was taken
by Russellwhen he insisted that physical objects should be conceived as“logical constructions"
out of sense-data, and thus as definable in terms of the latter (see, for example, 1929,Chapter
VIII).

33. See Carnap (1956), especially sections 9, 10.



The Theoretia'an's Dilemma [19 S]

lawful behavior: whenever b is under conditions of a certain observable kind C,

then it shows a response of a specified observable kind B. We then say that b has
the disposition to react to C by E; let us call this dispositional property Q for.
short. Clearly, our earlier discussion in section 6 concerns the problem of precisely
defining ‘Q’in terms of ‘C’and ‘E' ;we noted there, following Carnap, that we will
either have to resign ourselves to a partial specification of meaning for ‘Q’ by
means of the bilateral reduction sentence (6.2); or, if we insist on an explicit
complete definition, we will have to use nomological modalities in the
definiens.

But no matter which of these alternative courses is chosen, the resulting
disposition term ‘Q' has this characteristic: if a given object b is under condition
C and fails to show response E, or briefly, if Cb but ~Eb, then this establishes
conclusively that b lacks the property Q, or brieHythat ~Qb. This characteristic,
Carnap argues, distinguishes “pure diSEOSltiQ£FEIIS,,’such as ‘Q', from the
theoretimms used in science; for thouthhe latfe—rhareconnect-eddywith the
observationaLvocabulary by c_e_r£ai_r_1_interpretatije sentgnggsjgarnafoalls
them C-rules—those rules will not, in gei_1§:_r.a_llpermit a set of observational data
(such as ‘Cb’ and ‘~Eb’555v”c) to constituteconglusive evidence for or against
the applicability of the theoretical term in a_given situation..There are two reasons~—~—__~

for this assertion. First, thgingrpretative sentences for a given theoretical term
provide an observational interpretation only within a certain limited range;
thus, for example, in the case of the theoretical term ‘mass’,no C-rule is directly
applicable to a sentence Smascribing a certain value of mass to a given body, if
the value is either so small that the body is not directly observable or so large
that the observer cannot “manipulate the body."34

Secondly, a direct observational interpretation for a theoretical term always
involves the tacit understanding that the occurrence or absence of the requisite
observable response in the specified test situation is to serve as a criterion only
if there are no disturbing factors, or, provided that “the environment is in a
normal state."35Thus, for example, a rule of correspondence might specify the
deflection of a magnetic needle as an observable symptom of an electric current
in a nearby wire, but with the tacit understanding that the response of the needle
is to count only if there are no disturbing factors, such as, say, a sudden magnetic
storm.

Generally, then, Carnap holds that “if a scientist has decided to use a certain
term ‘M' in such a way, that for certain sentences about M, any possible ob­
servational results can never be absolutely conclusive evidence but at best

34. Carnap (1956), section 10.
35. Carnap (1950). section 10.
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evidence yielding a high probability," then the appropriate place for 'M’ is in
the theoretical vocabulary.36

Now we should note, first of all, that if Carnap’s arguments are sound, they
establish that the theoretical terms of science cannot be construed as pure dis­
position terms, and thus even if, by the use of nomological modalities,explicit
definitions of the latter should be achieved, this method would be unavailing
for theoreticalterms.BWments domhgw:a_nd_ arenotclaimedto
show—that theoretical terms can iii no way bmplicitly defi_lled_.i_n.-§§£"15_of
observables. In fact, if Carnap's statement quoted in the preceding paragraphis
getting“, then many terms that can be explicitly defined by meansof the obser­
vational vocabulary must be qualified as theoretical. For example, let ‘R’ be
a two-place observational predicate, and let a one—placepredicate ‘M; be
defined as follows:

(7.6) Def. Mlx =_=(3y) ny
i.e., an object x has the property M1just in case it stands in relation R to at least
one object y. H, for example, ‘ny’ stands for ‘x is less heavy than y’, then M1
is the property of being exceeded in weight by at least one object, or, of not
being the heaviest of all objects.

Let us assume, as customary, that the domain of objects under study is
infinite or at least has not been assigned any definite maximum number of
elements. Consider now the possibility of conclusive observationalevidencefor

or against the sentence ‘Mla', which attributes M1to a certain objecta. Obviously,
a single observational finding, to the effect that a bears R to a certain object 5,
or that Rab, would suffice to verify ‘Mla’ completely. But no finite set of obser­
vational data—‘~Raa', '~Rab', ‘~Rac’, and so forth—would sufiicefor a
conclusive refutation of ‘Mla’. According to Carnap's criterion, therefore,‘Ml’,

36. Carnap (1956), section 10. An idea which is similar in spirit, but not quite as clear
in its content, has been put forward by Pap in (1953) and in (1955), sections1043 and 70, with
the claim (not made by Carnap for his argument) that it establishes the “untenability” of
the “thesis of explicit definability" of theoretical terms by means of observationalones.(Pap
1953, p. 8). On the other hand. Bergmann holds that many concepts of theoretical physics,
including "even the particle notions of classicalphysics could, in principle, be introducedby
explicit definitions. This, by the Way. is also true of all the concepts of scientificpsychology."
(19513. section 1. 1n the same context Bergmann mentions that the method of partial inter­
pretation seems to be necessary in order to dissolve some of the puzzles concerning quantum
theory). However, this strong assertion is supported chiefly by sketchesof somesampledefini­
tions. Bergmann suggests, for example. that 'This place is in an electric field' can be defined
by a sentence of the form ‘If R1 then Rz' where Rl stands for a sentence to the effectthat there
is an electroscopc at the place in question. and R2 stands "for the description of the behavior
of the electroscopc (in an electric field)." (1951. pp. 98-99.) However, this kind of definition
may be questioned on the basis of Carnap's arguments, which have just been considered.
And in addition, even if unobjectionable, some examples cannot establish the generalthesisat
issue. Thus, the question remains unsettled.
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though defined in terms of the observational predicate ‘R’, might have to be
classified as a theoretical term.

But possibly, in the passage quoted above, Carnap meant to require of a
theoretical term ‘M’ that for certain sentences about M no observational results

can be conclusively verificatory or falsificatory evidence. Yet even terms meeting
this requirement can be explicitly defined in terms of observables. Let ‘S' be a
three-place observational predicate; for example, ‘Sxyz' might stand for ‘x is
farther away from y than from z.’ And let ‘M; be defined as follows:
(7.7) Def. sz E (3y)(2) [~(z = y) 3 Sxyz].
In our example, an object x hasM 2just in case there isan object yfrom which itis
farther away than from any other object z. Consider now the sentence ‘Mga’.As
is readily seen, no finite set of observational findings (all the relevant ones
would have the form ‘Sabc' or ‘~Sabc') can be conclusive evidence, either

verificatory or falsificatory, concerning ‘Mza’.Hence, though explicitly defined
in terms of the observational predicate ‘S’, the term ‘M2’is theoretical according
to the criterion suggested by Carnap.

The preceding discussion illustrates an elementary but important point:
whm one-placepredicate‘Q’,isdehrfed‘inte‘EIisE‘f—observables,
its dcfmiens must state a necessary and sufficient condition forth—e”applicability

of ‘Q', i.C.,>fOrJ.l1‘C’l_Zrl_l_l§h_Qfsentences of the form. ‘QliiiiBEfievenf—th‘ough that
conditionkis—tth stated _c_()_1_1.ip,lga_tvely,in observational terms, it still may not

enable us to decide, on the basis of a finite number of observational findings,

whethErMi—QTa—pplies”toa given object I); for the truth “conditionfordfgb’ as

cliaézchfi‘Ed'by-‘theidEfiiiiens may not the-equivalent to, a truth functional
com pp$1113:(imitences eachuofwhich expressesa potential observational finding.

To add one more example to those given before: suppose that the property
term ‘iron object’ and the relation terms ‘attracts' and ‘in the vicinity of ’ are
included in the observational vocabulary. Then the definition
(7.8) Def. x is a magnet E x attracts every iron object in its vicinity
is in terms of observables; but the criterion it provides for an object I)being a

magnet cannot be expressed in terms of any finite number of observational
findings; for to establish that b is a magnet, we would have to show that any
piece of iron which, at any time whatever, is brought into the vicinity of b, will
be attracted by b; and this is an assertion about an infinity of cases.

To express the idea more formally, let us assume that our observational
vocabulary contains, in addition to individual names for observable objects,
just first-order predicates of any degree, representing attributes (i.e., properties
or relations) which are observable in the sense that a small number of direct
observationgwill suffice,under suitable conditions, to ascertain whether a given
object or group of objects exhibits the attribute in question.
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Now let us adopt the following definitions: An atomicsentenceis a sentence,
such as ‘Pa’, ‘Rcd’, ‘Sadg’, which ascribes an observable attribute to a specified
object or group of objects. A basicsentenceis an atomic sentence or the negation
of an atomic sentence. A molecularsentence is a sentence formed from a finite

number of atomic sentences by means of truth-functional connectives. Basic
sentences will be considered as included among the molecular sentences.

Basic sentences can be considered as the simplest statements describing
potential results of direct observation: they assert that some specifiedset of (one
or more) objects has, or lacks, such and such an observable attribute.

Now for every molecular statement S, there exist certain finite classesof
basic statements which imply S, and certain other such classeswhich imply the
negation of S. Thus, the molecular sentence “Pa v (~Pa-Rab)’ is implied by
{‘Pa’} and also by {‘~Pa’, ‘Rab’}, for example; whereas its negation is implied
by the set {‘~Pa’, ‘~Rab’}. Hence, for each molecular sentence S, it is possible
to specify a set of basic sentences whose truth would conclusively verify S, and
also a set of basic sentences whose truth would verify the negation of S, and
would thus conclusively refute S. Thus, a molecular sentence is capable both
of conclusive observational verification and of conclusive observational falsi­

fication “in principle," i.e., in the sencc that potential data can be described
whose occurrence would verify the sentence, and others whose occurrence
would falsify it; but not of course in the sense that the two kinds of data might
occur jointly—indeed, they are incompatible with each other.

There are even some sentences of nonmolecular form, i.e., sentencescon­

taining quantifiers nonvacuously, which are both completely verifiable and
completely falsifiable in the sense just specified.37 For example, the sentence
‘(x) (va Qa)’ is implied by {‘Qa'} and its negation by {‘~Pb’, ‘~Qa’}. A
similar argument applies to the sentence ‘(3x) (Px-Qc)’.

As a rule, however, nonmolecular sentences are not both verifiable and
falsifiable. This holds, in particular, for all nonmolecular sentences of purely

general form, i.e., those containing no individual constants at all, such as
‘(x) (Px D Qx)’; but it is true also of many quantified sentences containing indi­
vidualconstants. Thus, if ‘R’ and ‘S' are observational predicates, then sentences

of the type ‘(3y)Ray' are not falsifiableand sentences of the types ‘0') (az)Sayz’
and ‘(3y)(z)Sayz' are neither verifiable nor falsifiable, as is readily seen.

EXPIiCiPdcirLiEiQmPfiQiCLth ‘311‘33§.l2¥21§%9§.9f3’13l’scwm9931Milbi'lary
may accorrdjiigly’bjmdi‘videdinto two kinds: thoseme‘JI—idejuim­
thwa dgpglicationforthedefinedterm,andthosewgehduqngt.The

37. (added in 1964). The present paragraph. and the next few, have been modified so as to
correct a mistaken statement made here in the original version of this essay.namely. that only
molecular sentences are both verifiable and falsifiable.
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former are simply those whose definiens, when applied to a particular case,
yields a sentence that is both verifiable and falsifiable.The following definition
is of this kind:

(7.9) Def. Son xy E Male 3: ' Offspring xy
For application of the definiens to two particular individuals, say a and 1),yields
the sentence ‘Male a . Offspring a b’, which is both verifiable and falsifiableand
thus provides a finite observationalcriterion for the application of the term ‘Son'
to a in relation to b. On the other hand, the definitions (7.6), (7.7), and (7.8)

above are among those which afford no finite observational criteria of appli­
cation for the terms they define; this was pointed out earlier.

However, the circumstance that a term, say ‘M’, is originally introduced by
a definition affording no finite observational criteria for its application does not
preclude the possibility that ‘M’ may in fact be coextensive with some obser­
vational predicate, or with a truth-functional compound of such predicates,say
‘Om’; and if this should be found to be the case, then ‘M' could, of course, be
redefined by ‘0"; and could thus be provided with a finiteobservational criterion
of application.

But granting certain plausible assumptions concerning the observationalvocam,itcanbeprovedthat11W Way
that provides them with finite criteria of application. We will assume that the
observational vocabulary is finite. It may contain individual names designating
certain observable objects; first-order predicate terms with any finite number of
places, representing properties and relations of observable objects; and also
functors, i.e., terms expressing quantitative aspects—such as weight in grams,
volume in cubic centimeters, or age in days—of observable objects. However,
we will suppose that each of the functors can take on only a finite number of
different values; this corresponds to the assumption that only a finite number of
different weights, for example, can be ascertained and distinguished by direct
observation. _

In contrast to the functors in the obggajjgnal vocabulary, the theoreticalVOCW’yopiWgai‘nsj‘lafge‘nuiifberoifunstormse
permissiblevaluesrgpgggxgg.Allxmlnumbcrs..(nova realinumbersMdth
a certain_interval. Thus, for example, the distance between two points may
theoretic‘allyihave any non-negative value whatever. Now a definition of the
required kind for a theoretical functor would have to specify, for each of its
permissible values, a finite observational criterion of application. Thus, in the
case of the theoretical functor ‘length', a necessary and sufficient condition, in
the form of a finite observational criterion, would have to be forthcoming for
each of the infinitely many statements of the form ‘The distance, in centimeters,
between points x and y is r’ or briefly, ‘l(x, ) = r', where r is some real number.
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Worresponding finitely
ascertainaAbleconfiguration of observables;But this is impossible becausethe
limitswofdiscrimination in direct observiLtign allow only a finiteLthougdi—jgry

large, number of~fiyr_1.i_t_elywobservableconfiguratioiiilwwddis­
tingulsphpd.

However, if we do not require a finite observational criterionof application
for each permissible value of a theoretical fimct r t ' ' ' nt.-,_ _-:v -_

values may_be.c_:1c_)“I‘I‘}_e_available.38Consider, for example, the functor ‘the number

ofCEllsqc‘ontained in organism y’. If ‘x is a cell’, ‘y is an organism’, and ‘x is con—

tained in y' are admitted as observational expressions, then it is possibleto give
a separate criterion of applicability, in terms of observables, for each of the
infinitely many values 1, 2, 3 . . . which that functor may theoretically assume.39
This can be done by means of the Frege—Russellanalysis of cardinal numbers.
For n = 1, for example, the necessary and sufficient condition is the following:

(7.10) (31!) (v) [y is an organism - ((v is a cell - u is contained in y) E (v = u))]

Thus, the reach of explicit definition in terms of observables, even in the
first-order functional calculus, is greatly extended if quantification is permitted
in the definiens. And if stronger logical means are countenanced, considerable
further extensions may be obtained. For example, the functor ‘the numberof
cells contained in y’ can be explicitly defined by the single expression

(7.11) o?(a sim at (x is a cell - x is contained in y))

Here, the circumflex accent is the symbol of class abstraction, and ‘sim' the

symbol for similarity of classes (in the sense of one-to—onematehability of their
elements).

So far, we have examined only functors whose values are integers. Can
functors with rational and even irrational values be similarly defined in terms
of observables.’ Consider, for example, the theoretical functor ‘length in centi­

meters'. Is it possible to express, in observational terms, a necessaryand sufficient
condition for

(7.12) l(x,y) = r
for every non—negativevalue ofre We might try to develop a suitabledefinition
which would correspond to the fundamental method of measuring length

38. I am grateful to Herbert Bohnert who, in a conversation. provided the stimulusfor the
development of the ideas here outlined concerning the definability of functors with infinitely
many permissible values. Dr. Bohnert remarked on that occasion that explicit definitionofsuch
functors in terms of an observational vocabulary should be possible along lines indicated
by the Frege—Russelltheory ofnatural and of real numbers.

39. [fit should be objected that ‘cell' and ‘organism' are theoretical rather than observational
terms, then they may be replaced, without affecting the crux of the argument, by terms
whose observational character is less controversial, such as.‘nIarble’ and 'bag', for example.
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by means of rigid rods. And indeed, if our observational vocabulary contains
a name for the standard meter bar, and furthermore the (purely qualitative)terms
required to describe the fundamental measuring procedure, it is possible to
state, for any specified rational or irrational value of r, a necessary and sufficient
condition for (7.12). However, the defmiens will normally be teeming with
symbols of quantification over individuals and over classes and relations of
various types and will be far from providing finite observational criteria of
application. I will briefly indicate how such definitions may be obtained. Ex­
pressions assumed to belong to the observational vocabulary will be italicized.

First, the segment determinedby two points x,y will be said to have a length of
100 centimeters if it is congruentwith (i.e., can be made to coincide with) the
segment marked of on the standard meter bar. Next, consider the observational
criterion for a rational value of length, say, l(x,y) = .25. It may be stated as
follows: there are four segments,each markedoj on a rigid body, such that all
four are congruentwith each other; (ii) their sum (i.e., the segment obtained by
placing them end to end along a straight line) is congruentwith the segmentmarked
01?on the standard meter bar; (iii) each of the four segments is congruent with the

segment determinedby points x,y. Analogously, an explicit observational defmiens
can be formulated for any other value of n that is a rational multiple of 100,and
hence, for any rational value of n.

Next, the consideration that an irrational number can be construed as the
limit of a sequence of rational numbers yields the following necessary and
sufficient condition for I(x,y) = r, where r is irrational: the segmentdetermined
by the points x,y contains an infinite sequence of points x1, x2, x3 . . . such that
(i) x1 is between x and y, x2 between x1 and y, and so forth; (ii) given any segmentS
of rational length, there is a point, say xn, in the sequence such that the segments
determined by xn and y, xn+1and y, and so forth are all shorterthan S, (iii) the lengths
of the segmentsdeterminedby x and x1, x and x2, and so forth, form a sequence
of rational numbers with the limit r.

Finally, the idea underlying the preceding definition can be used to formulate
an explicit definiens for the expression ‘I(x,y)’ in such a way that its range of
values is the set of all non-negative numbers.

Definitions of the kind here outlined are attainable only at the cost of using
a strong logical apparatus, namely, a logic of setsadequate for the development
of the theory of real numbers.“0This price will be considered too high by nomin­

40. The argument can readily be extended to functors taking complex numbers or vectors
of any number of components as values. Our reasoning has relied essentially on the Frege­
Russell method of defining the various kinds of numbers (integers,rational, irrational, complex
numbers, etc.) in terms of the concepts of the logic of sets.For a detailed outline of the proce­
dure, see Russell (1919); fuller technical accounts may be found in works on symbolic logic.
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alists, who hold that many of the logical concepts and principleshere required,
beginning with the general concept of set, are intrinsically obscure and should
not, therefore, be used in a purported explication of the meaningsof scientific
terms. This is not the place to discuss the nominalistic strictures, however, and
besides, it would no doubt be generally considered a worthwhile advance in
clarification if for a set of theoretical scientific expressions explicit definitions
in terms of observables can be constructed at all.

Another objection that might be raised against the definitional procedure
here outlined is that it takes a schematic and oversimplified view of the funda­
mental measurement of length, and that it is rather liberal in construing as
observational certain terms needed in the definiens, such as ‘rigid body’ and

‘point’. This is quite true. By including the term ‘point’ in the observational
vocabulary, for example, we construed points as directly observable physical
objects; but our observational criterion for two points x,y determininga segment
of irrational length required that there should be an infinite sequenceof other

Points between x and y. This condition is never satisfied by the observable
“ oints” in the form of small physical objects, or marks on rigid bodies, which
are used in the fundamental measurement of length. As a consequence,the actual

performance of fundamental measurement as represented in the above definition
will never yield an irrational value for the length of a segment. But this doesnot
show that no meaning has been assigned to irrational lengths; on the contrary,
our outline of the definition shows that a meaning can indeed be formulated in
observational terms for the assignment of any specified irrational value to the

length of a physical line segment, as well as for the function ‘length in
Centimeters’ in general.

However, the concept of length thus defined is not adequate for a physical

theory which incorporates geometry, say in its Euclidean form. For the latter
requires that the length of certain segments which are well accessxbleto direct
measurement—such as the diagonal of a square whose sides have a length of
100 centimeters—be an irrational number; and statements to this effect will
ahimys turn out to be false if the criterion just discussedis made strictly definitory
of length; for that procedure, as we noted, will always yield a rational value for
the length of a given segment.

whgtwthewprcccding argumeilt‘abouE—wtjtative terms (representedby
funicfors)_$h,0WS.thsn. is_.Ihis,;..§hcwfa’ct_tliatwt_hewsggvgfpemm
theoreticalfunctorisinfiniteneednotprecludeanmy
ms. of a finite vocabulary.somaipinébpl?Fl‘fdwiXE$9115..Whielloggsggz
reasonably libCfal Standards, observational in character. Thc‘P-a‘ggllnlcntdoes.‘,~.~

not shOW, EQXQYCQEhg;such a definitionis available for every functor term,7."...

rcq liI'Cdby .SCicncc.(evenour, illustrative definitionnglengthlturnedout not
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to meet the needs of theoretical physics); and indeed, as was pointed out early
in ,this.s¢§§i9_11,._§.gcncralproof .to this eECct..C._am}gt_beexgeae‘a‘."’ v M H

Some writers have taken the position that even if in principle theoretical terms
could be avoided in favor of observational ones, it would be practically im­
possible or—what is more serious—methodologically disadvantageous or even
stultifying to do so.

There is, for example, the answer given by Tolman and by Spence to the
problem considered by Hull, which was mentioned in section 5 above: if inter­
vening theoretical variables can establish a secure linkage between antecedent
and consequent observable conditions, why should we not usejust one functional
connection that directly links antecedents and consequentsa Spence adduces
as one reason, also suggested by Tolman,‘1 the following consideration: the
mathematical function required to express the connection will be so complex
that it is humanly impossible to conceive of it all at once; we can arrive at it
only by breaking it down into a sequence of simpler functional connections,
mediated by intervening variables. This argument, then, attributes to the intro­
duction of unobservable theoretical entities an important practical role in the
context of discovering interdependencies among observables, and presumably
also in the context of actually performing the calculations required for the
explanation or prediction of specific occurrences on the basis of those inter­
dependencies.

An important methodological function is attributed to hypothetical entities
in an essayby Hull on intervening variables in molar behavior theory.“ Suppose
that in order to explain or predict the response of a subject in a given situation,
we ascribe to him, for the time t, of his response, a certain habit strength, which
has the status of a hypothetical entity. That strength is, in Hull's theory, “merely
a quantitative representation of the perseverative after-effects” of certain earlier
observable events, such as observable stimuli received in temporally remote

learning situations. Consequently, if reference to habit strength were avoided
by linking the subject’sobservable response at t1directly to the observable stimuli
received earlier, then we would be invoking, as causal determinants for the

response, certain observable events which at the time of the response have long
ceased to exist. And Hull rejects this notion of causal action over a temporal
distance: "it is hard to believe that an event such as stimulation in a remote

learning situation can be causally active long after it has ceased to act on the
receptors. I fully agree with Lewin that all the factors alleged to be causally
influential in the determination of any other event must be in existenceat the

41. Sec Tolman (1936), as reprinted in Marx (1951), p. 89; and Spence (1944), p. 6Sn.
42. Hull (1943).
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time of such causal action."“3 Reference to the habit strength of the subjectat
the time t1 of his response permits an explanation that accords with this
principle.

Though the concluding part of the quoted passagesounds somewhat meta­
physical, the basic import of Hull's argument is methodological. It credits the
assumption of explanatory hypothetical entities with an accomplishment that
is well described by Feigl in another context: "the discontinuous and historical
character (action at a spatial and/or temporal distance)of the phenomenalistically
restricted account vanishes and is re laced b a spatio-tgniporauy continuous

(contiguous) and nomologically coliierentwfgaringl‘atignron thegllev‘elhof11x20­
thetical. constructiong“ Such spatio-temporally continuous theories appear to
recommend themselves foe‘ac"165§t'{€;6‘Eascsxis':first, they possess a certain
formal simplicity, which at present can hardly be characterized in preciseterms,
but which is reflected, for example, in the possibility of using the powerful and
elegant mathematical machinery of the calculus for the deduction, from the
postulates of the theory, of explanatory and predictive connectionsamong par­
ticular occurrences. And second, as was mentioned in section 3, the past develop­
ment of empirical science seems to show that explanatory and predictive prin­
ciples asserting discontinuous connections among (spatio-temporally separated)
observable events are likely to be found to have limited scope and various
exceptions. Theories in terms of hypothetical entities frequently make it
possible to account for such exceptions by means of suitable assumptionscon­
cerning the hypothetical entities involved.

Another, more general, argument has been developed by Braithwaite,who
gives credit to Ramsey for the basic principle."5 Braithwaite’s main contention
is that “theoretical terms can only be defined by means of observable properties
on condition that the theory cannot be adapted preperly to apply to new situ­
ations."‘° He elaborates this idea by reference to a precisely formulated, miniature
model of an interpreted theory. Without going into the detailsof that model,
which would require too long a digression .here, Braithwaite's claim can be

adequately illustrated, it seems, by the following example: Suppose that the
term ‘temperature' is interpreted, at a certain stage of scientific research, only
by reference to the readings of a mercury thermometer, If this observational
criterion is taken as just a partial interpretation (namely as a sufficientbut not
necessary condition), then the possibility is left open of adding further partial
interpretations, by reference to other thermometrical substances which are

43. Hull (1943), p.285.
44. Feigl (1950), p. 40.

45. See the essay “Theories” in Ramsey (1931).
46. Braithwaitc (1953), p. 76.
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usable above the boiling point or below the freezing point of mercury; this
permits a vast increase in the range of application of such laws as those connecting
the temperature of a metal rod with its length or with its electric resistance,or
the temperature of a gas with its pressure or its volume. If, however, the original
criterion is given the status of a complete definiens, then the theory is not capable
of such expansion; rather, the original definition has to be abandoned in favor
of another one, which is incompatible with the first."

The concept of intelligence lends itself to a similar argument: if test criteria
which presuppose, on the part of the subject, the ability to read or at leastto use
language extensively are accorded the status of full definitions, then difficulties
of the sort just indicated arise when the concept and the corresponding theory
are to be extended to very young children or to animals.

However, the argument here outlined can hardly be said to establishwhat
is claimed, namely that “A theory which it is hoped may be expanded in the
future to explain more generalizations than it was originally designed to explain
must allow more freedom to its theoretical terms than would be given them
were they to be logical constructions out of observable entities”43(and thus
defined in terms of the latter). For clearly, the procedure of expanding a theory
at the cost of changing the definitions of some theoretical terms is not logically
faulty; nor can it even be said to be difficult or inconvenient for the scientist,for
the problem at hand is rather one for the methodologist or the logician, who
seeks to give a clear “explication” or “logical reconstruction” of the changes
involved in expanding a given theory. In the type of case discussed by Braith—
waite, for example, this can be done in alternative ways—either in terms of
additions to the original partial interpretation, or in terms of a total change of
definition for some theoretical expressions. And if it isheld that this latter method
constitutes, not an expansion of the original theory, but a transition to a new one,
this would raise more a terminological question than a methodological objection.

But though the above argument against definition does not have the intended
systematic weight, it throws into relief an important heuristic aspectof scientific
theorizing: when a scientistintroduces theoreticalentitks such aselectriccurrents,
magnetic fields, chemical valencesfor subconscious mechanisms, he intends
them to serve as explanatory factors which have an existence independent of the
observable symptoms by which they manifest themselves; or, to put it in more
sober terms: whatever observational criteria Qfappvlricatigni115gegntist may
provide are intended by‘_hiightg,,descr_ibejust symptomswogindigatiqns of the___~___,,____.

47. This point is also made in Carnap (1936-1937), section 7, in a discussion of the advan­
tages of reduction sentences over definitions. Feigl argues in the same vein in his essay(1951),
in which the general principle is illustrated by examples from physics and psychology.

48. Braithwaitc (1953), p. 76.
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presenceof the entity in questioanu‘t‘ngtiggile exhaustive characterization
of it. The scienms'in—de—edlwish to leave open the possibilityof adding to his
theory further statements involving his theoretical terms—statements which
may yield new interpretative connections between theoretical and observational
terms; and yet he will regard these as additional assumptions about the same
hypothetical entities to which the theoretical terms referred before the expan­
sion. This way of looking at theoretical terms appears to have definite heuristic
value. It stimulates the invention and use of powerfully explanatory concepts
for which only some links with experience can be indicated at the time, but
which are fruitful in suggesting further lines of research that may lead to addi­
tional connections with the data of direct observation“.

The survey madeintheprescntsccdon has..yic_ldcdno..c.anchisivmeargumsnt
for or against the possibility ofnexplicitlyidetining allntlieoreticalElms of em­
pirical science by means of a,purely observatiQnaLvocabularyLand in fact We
have found strong reasons to doubt that any argument can settle the question
once and for all.

As for the theoretical terms currently in use, it is impossible at present to
formulate observational defmientia for all of them, and thus to make them,

in principle, unnecessary. ineffect,‘therefore,“mostmtheoretical,_te_rms‘are Bres­
ently usedin scienceon the basis} partialexperientialVintggggg‘talion;
and this use, as we noted, appears to offer distinct heuristic advantages.

In view of the importance ‘tHat‘”t'hh?5£t5ché§to the idea of partial interpre­
tation, we will now consider what kind of formal account might be given of it,
and we will then turn to the question whether, or in what sense,the verdict of
dispensability as proclaimed by the “theoretician’s dilemma" applies also to
theoretical terms which have been only partially interpreted, and which, there­
fore, cannot be dispensed with simply by virtue of definition.

8. INTERPRETATIVE SYSTEMS

Camap’s theory of reduction sentences is the first systematic study of the
logic of partial definition. The introduction of a term by means of a chain of
reduction sentences differs in two significant respects from the use of a chain
of definitions. First, it specifies the meaning of the term only partially and thus
does not provide a way of eliminating the term from all contexts in which it
may occur. Second, as a rule, it does not amount just to a notational convention,

49. A concise synopsis of various arguments in favor of invoking “hypothetical con­
structs" will be found in Fcigl (1950), pp. 38-41. Some aspects of the “semantic realism"
concerning theoretical terms which Feigl presents in the same article are discussedin section
10 of the present essay.
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but involves empirical assertions. If, for example, the term ‘Q’ is introduced by
the two reduction sentences

(8.1) Clx D (Qx 5 Ex)
(8.2) C22: 3 (Qx E 1322:)

then the following empirical law is asserted by implication:
(8.3) (x)[(Clx -E.x) : (czx a 52x»
i.e., roughly speaking: any object that shows a positive response under the first
test condition will, when put into the second test condition, show a positive
response as well. Thus, a chain of reduction sentencesfor a given term normally
combines two functions of language that are often considered assharply distinct:
the stipulative assignment of meaning, and the assertion or description of em­
pirical fact.

Ricthion sgitenges,aswe saw earlier, arevgry’wellfuitgdfor the formulation
ofWEBgiWBEEELQSQQMQHL ELIEthey.arc..subicct
to rather severe limitations astg B33191£9513}and guis‘thgy«cignqtseenirsuflicient
toprovidegagiaépi'iggneralmafor.thapudd..mtapmauon o£,theor­
eticgutggmsP" A broader view of interpretation is suggested by Campbell’s
conception of a physical theory as consisting of a “hypothesis,” represented by
a set of sentences in theoretical terms, and a “dictionary,” which relates the
latter to concepts of experimental physics (which must be interconnected by
empirical laws).51In contrast to the standard conception of a dictionary, Camp­
bell’s dictionary is assumed to contain, not definitions for the theoretical terms,
but statements to the effect that a theoretical sentence of a certain kind is true

if and only if a corresponding empirical sentence of a specified kind is true.
Thus, rather than definitions, the dictionary provides rules of translation; and
partial rules at that, for no claim is made that a translation must be specified for
each theoretical statement or for each empirical statement.

This latter feature accords well, for example, with the consideration that a
particular observable macrostate of a given physical system may correspond
to a large number of theoretically distinguishable microstates; so that, for a
theoretical sentence describing just one of those micro-states, the sentence
describing the corresponding macrostate does not express a necessary and suffi­
cient condition, and hence provides no translation.52

50. This has been pointed out by Carnap himself; see, for example, his (1956).
51. Sec Campbell (1920), Chapter VI. Important parts of this chapter are reprinted in

Feigl and Brodbeck (1953).
52. However, this does not show that there cannot possibly be any necessary and sufficient

condition in observational terms for the theoretical sentence: the problem of proving or dis­
proving this latter claim issubject to difficultiesanalogous to those discussedin section7in regard
to definability.
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The statements in Campbell's dictionary evidently do not have the character
of reduction sentences; they might be formulated, however, as biconditionals
in which a sentence in theoretical terms is connected, by an “if and only if"
clause, with a sentence in observational terms.

In other contexts, neither reduction sentences nor such biconditionals seem
to be adequate. For as a rule, the presence of a hypothetical entity H, such asa
certain kind of electric field, will have observable symptoms only if certain
observational conditions, 0,, are satisfied, such as the presence of suitable detec­
ting devices, which will then have to show observable responses, 02. A sentence
stating this kind of criterion woull have the character of a generalizedreduction
sentence; it might be put into the form.
(8.4) 01 D (H 3 02)
where ‘0'1 and ‘02' are sentences—possibly quite complex ones—in terms of
observables, and ‘H' is a sentence which is expressed in theoretical terms.

Jillg'tl‘i‘erghixswnogood«reasonth“limit interpretative stateinentitqiust the
three typesihere considered. In order to obtainna general‘concept of partial
interpretation, we will‘now admit as interpretative statements any sentences,
of whatever logical form, which contain theoretical and observational terms.
On the assumption that the theoretical and observational statements of empirical
science are formulated within a specified logical framework, this idea can be
stated more precisely and explicitly as follows:
(8.5) Let T be a theory characterized by a set of postulates in terms of a finite

theoretical vocabulary VT, and let VB be a second set of extra—logicalterms,
to be called the basic vocabulary, which shares no term with VT. By
an interpretative system for T with the basis VB we will then understand
a set ] of sentences which is finite, (ii) is logically compatible
with T, (iii) contains no extra-logical term that is not contained in VTor
V , (iv) contains every element of VT and VBessentially, i.e., is not
logically equivalent to some set of sentences in which some term of VT
or VBdoes not occur at all.53

In applying the concept here defined to the analysis of scientific theories, we
will have to assume,of course, that VIic9gigsgftermswhichamanmccdmdy
understoosllheymight..1229biwgnalsgtmmmgwhagxagygsgssc

53. The intuitive notion of interpretation. as well as the conception reflectedin Campbell's
idea of an interpretative dictionary, would seem to call for the following additionalcondition:
(v) Each sentence of] contains essentially terms from VTas well as terms from VB.However.
this requirement introduces no further restriction of the concept of interpretative system; for
any system] that meets conditions (i) to (iv) can be stated in an equivalent form that satisfies
(v) as well.To this end, it sulIicesto replace the member sentences of j by their conjunction; this
yieldsa logically equivalent interpretative system which contains only one sentence,and which
satisfies (v) since] satisfies (iv).
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CXBIainedearlier.._b.ut_.wenced.not insistgn this. Que. might. 91$!!qu 5113yigW.
for example, that certain disposition terms such as ‘malleable’, ‘elastic’,‘liungry',
and ‘tired' are not strictly observation terms, and are not known to be explicitly
definable by means of observation terms; and yet, such terms might betalten
to be well understood in the sense that they are usedlwith a hjghgdeg‘reeof

agrw_b1:£952¢§cn~t_O_bSCIVCI'S. In this case, it would be quite reasonable
to use these termsin interpreting a given theory, i.e., to admit them into
VB.

Campbell’s conception of the function of his “dictionary” illustrates this
possibility very well and shows that it comes closer to actual scientificprocedure.
Campbell specifiesthat the interpretation provided by the dictionary must be
in terms of what he calls “concepts,” such as the terms 'temperature', ‘electrical
resistance’, ‘silver’, and ‘iron' as used in experimental physics and chemistry.
These are hardly observational in the narrow sense, for they are specifically
conceived as representing clusters of empirical laws: “Thus, if we say anything
about electrical resistance we assume that Ohm’s Law is true; bodies for which

Ohm’s Law is not true, gases for example, have no electrical resistance."54But
even though one might not wish to qualify these terms as observational, one
may still consider them aswell understood, and as used with high intersubjective
agreement, by scientific experimenters; and thus, they might be admitted into
VB.

Interpretative systems as just defined include as special cases all the types of
interpretation we considered earlier, namely, interpretation by explicit definitions
for all theoretical terms, by chains of reduction sentences, by biconditional
translation statements in the sense of Campbell’s dictionary, and by generalized
reduction sentences of the form (8.4); but of course they also allow for inter­
pretative statements of many other forms.

Interpretative systems have the same two characteristics which distinguish
chains of reduction sentences from chains of definitions: First, an interpretative
snggyallysifcctsgqlxagarsialjntcrprctatiOn of there/Inuith ; i.e..it
doesnot lay down (by explicit statement or by logical implication), for everyterm
in VT,a necessary and sufficient condition of application in terms of VB.Second,
like a chain of reduction sentences for a given theoretical term, an interpregive
system will normally not be plugglyirllsti‘pulatiyenincharacter, but willwir'nply
certain statenEEs—inigms of VBalone which are not logical truths, and which,
on the conception of VBas consisting of antecedently understood empirical
terms, express empirical assertions. Thus, here again, we find a combination of
the stipulative and the descriptive use of language.

54. Campbell (1920). P. 43.
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But, to turn to a third point of comparison, an interpretative system need
not provide an interpretation—complete or incomplete—for each term in VT
individually. In this respect it differs from a set of definitions, which specifies
for each term a necessary and sufficient condition, and from a set of reduction
sentences, which provides for each term a necessary and a—usually different—

sufficient condition. It_i_s_iu_it£possible that an interpretative system provides, for
some or even all of the terms in VT,no neCessary'or no suHicieI-itconditioh in
terms of , or indeed neither of the two; instead,iit might specify,by explicit
statement or by logical implication, sufficient or necessary conditions in terms
of VBonly for certain expressions containing several terms of VT—forexample,
in the manner of Campbell’s dictionary.

As a rule, therefore, when a theory T is interpreted by an interpretative
system], the theoretical terms are not dispensable in the narrow sense of being
replaceable in all contexts by defining expressions in terms of VB.Nor are they
generally dispensable in the sense that] provides, for every sentence H that can
be formed by means of VT,a “translation” into terms of V , i.e., a sentence 0
in terms of VB such that the biconditional H E O55 is logically deducible
from

Are theoretical terms, then, altogether indispensable on this broad con­
ception of interpretation, so that the “paradox of theorizing" formulated in
section 5 no longer applies to them? We consider this question in the next
section.

9. FUNCTIONAL REPLACEABILITY OF THEORETICAL TERMS

The systematizing function of a theory T interpreted by an interpretative
system] will consist in permitting inferences from given "data" in terms of
VBto certain other (e.g., predictive) statementsin terms of VB.If Olis the statement
expressing the data, 02 the inferred statement, then the conneCtion may be
symbolized thus:
(9.1) (01-T-n—w.
Here, as in similar contexts below, ‘T' stands for the set of postulates of the
theory at hand; the arrow represents deductive implication.

Now, (9.1) holds if and only if T ' _] implies the sentence 01 3 02; so
that (9.1) is tantamount to
(9.2) (T‘J)—>(OI:02)

55. Here. and on some subsequent occasionswhere there isno danger of misunderstandings,
logical connectives are used autonyniously; the expression ‘H E—O', for example, represents
the sentence obtained by placing the triple—barsymbol (for ‘if and only if’) between the
sentencesof which 'H’ and 'O' are names.
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WWomisachEYdeamgllg.$116,...Vatsentences isclearly
accgnplisheiby_l‘i_njpnjilnction withJLIt will be convenient thereforeto
consider the postulates/ofT’together withthesentencesuof asthgpostulates of
a deductivehsygstenrT’,whichuwill‘ interpretedtheory.Itsvocabulary
V Witt be the sum of VT and VB. I h i ’7

What was noted in connection with (9.1)and (9.2)may now be restated thus:

lfan interpreted theory T’ establishesa deductive transition from O1to 02, i.e., if
(9.3) (O] ' T') —> O,B
then

(9.4) T’ —> (01 :> 02)
and conversely, where T’ is the set of postulates of the interpreted
theory.

Now it can readily be shown that an interpreted theory T' establishesexactly
the same deductive connections among VB-sentencesas does the set of all those
theorems of T’ which are expressible in terms of VBalone; we will call this the
set of VB-theorems,or VB-eonsequences,of T’, and will designate it by ‘OT,’. This
means that for all purposes of deductive systematization, T' is, as we will say,
functionally equivalent to the set QT' which contains not a single theoretical
term.

The proof is as follows: The deductive transition, represented in (9.3), from
O1to 02 can be achievedjust as well by using, instead of T’, simply the sentence
01 D 02, which by virtue of (9.4) belongs to 0?; for we have, by modusponens,
(9.5) [01 - (01 :3 o,)]—> 02
And since OT, surely contains all the VB-sentencesof the form 01 I) 02 that are
implied by T', the set OT, suHices to effect all the deductive systematizations
achievable by means of T’. On the other hand, 0.1.,is no stronger in this respect
than T’; for O , permits the deductive transition from 01 to 02 only if it implies
O13 02; but in this case T’, too, implies 01 D 02, which means,in view of the
equivalence of (9.4) with (9.3), that T’ will permit the deductive transition
from O1 to Oz.

thesystqtmtiszlQLLtlmt aujutcrpretedtheerMT'~age/y'eyes‘.among
sentences expressed in tt'z1115_qLa_,ha.g'£_gq_cg_lgtthry,ans eaqutly‘tlte same_,as,that...accom­

plislzed by the set OT, of those statetgteuts (theorems) qf_T’ which can be expressed in

ternary. aniline—111this sense, the theoretical terms used in T can be dispensed

But 0 , is normally an unwieldy infinite set of statements, and the question
arises therefore whether there is some generally applicable method of making
it more manageable and perspicuous by putting it into the form of an axiomatized
theoretical system T’,,, which would be formulated in terms of VBalone. A
theorem in formal logic proved by Craig shows that this is indeed the case, pro­
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vided only that T’ satisfiescertain extremely liberal and unconfining conditions.“
Thus Craig’s theorem has a definite bearing upon the problems raisedby the

" paradox of theorizing," which was stated in section5 in somewhatvague terms.
The theorem indicates one way in which the "paradox" can be given a clearand
precise interpretation and a rigorous proof: It shows that f0£_ap‘y_th_eorydT’
using both theoretical terms and nontheorgtical, prewgiislyiund‘erstoodones,

56. Craig's paper (1953) contains the first published account of this important theorem.
A lesscondensed and lesstechnical presentation, with explicit through brief referencesto appli­
cations such as the one here considered, is given in Craig (1956).

In application to the issue we are discussing. the result obtained by Craig may be brielly
stated asfollows: Let the setVT:of primitive terms of T' and the setof postulatesofT' bespecified
effectively. i.e., in a manner providing a general procedure which, for any given expression,
will decide in a finite number of steps whether or not the expression is a primitive term (or a
postulate) of T'. Let VT; be divided. by an effective criterion that may otherwise be chosen
at will. into two mutually exclusive vocabularies, VT and VB. Finally. let the rulesof the logic
used be such that there is an effective method of determining, for any given finite sequence of
expressions, whether it is a valid deduction according to those rules.

Then there exists a general method (i.e., a method applicable in all cases meeting the
conditions just outlined) of effectively constructing (i.e., effectively characterizing the postu­
lates and the rules of inference of) a new system T' 3 whose set of primitives is VBand whose
theorems are exactly those theorems of T' which contain no extralogical constants other
than those contained in VB.

Note that the theorem permits us to draw the dividing line between V, and VBwherever
we please. aslong as the criterion used to elfect the division permits us to decide in a finite number
of steps to which of the two sets a given term belongs. This condition as well as the require­
ment of an effective characterization of VTrwill be trivially satisfied, for example, if VT:is finite
and its member terms as well as those of VI, and VT are specified simply by enumerating them
individually.

The further requirement of an effective characterization of the postulates and the rules
of logic for T' are so liberal that no doubt any scientific theory that has yet been considered
can be formalized in a manner that satisfiesthem—aslong asthe connections between theoretical
and observational expressions can be assumed to be expressible in the form of definite state­
ments. The only important caseI am aware of in which this condition would be violated is that
of a theory for which no definite rulesof interpretation are specified—say,on the ground that
the criteria of application for theoretical expressions always have to be left somewhat vague.
A conception of this kind may have been intended, for example, by A. Wald's remark “In
order to apply [a scientific] theory to real phenomena. we need some rules for establishing
the correspondence between the idealized objects of the theory and those of the real world.
These rules will always be somewhat vague and can never form a part of the theory itself."
Wald (1942). p. 1.

The conditions of Craig's theorem are satisfiable,however, if the vaguenesshere referred
to is reflected in definite rules. Thus. for example, the interpretative sentencesfor a given theory
might take the form of statistical probability statements (a possibility mentioned in Carnap
(I956). section 5). or perhaps of logical probability statements (each specifying the logical
probability of some theoretical sentence relative to a specified sentence in observational terms,
or vice versa). Either of these procedures would yield an interpretation of a more general
kind than that characterized by the definition of an interpretative system given in section
8 of the present essay. Yet even to theories which are interpreted in this wider sense, Craig's
theorem can be applied.
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there exists, under certain very widely satisfied conditions, an axiomatized

theoretical $516133T’Bwhich uses only the nontheoretical terms of T’ andqyet

is functioiially equivalent with T' in the senseof effecting, among the sentences~~ .k'--4-- I

expressible in the non hcoretical vocabulary, exactly the same deductive con­
nsctiPRS. '

Should empirical science then avail itself of this method and replace all its
theories involving assumptions about hypothetical entities by functionally
equivalent theoretical systems couched exclusively in terms which have direct
observational reference or which are, at any rate, clearly understood? There are
various reasons which make this inadvisable in consideration of the objectives
of scientific theorizing.

To begin with, let us consider the general character of Craig’s method.
Disregarding many subtle points of detail, the procedure may be described as
follows: By means of a constructive procedure, Craig arranges allthe VB-theorems
of T’ in a sequence. This sequence is highly redundant, for it contains, for any
sentence occurring in it, also all its logical equivalents (asfar as they are expressible
in VB).Craig prescribes a procedure for eliminating many, though not all, of
these duplications. The remaining sequence therefore still contains each VB­
theorem of T' in at least one of its various equivalent formulations. Finally, all
the sentences in this remaining sequence are made postulates of T’B.Thus, the
set of VB-theoremsof T' is “axiomatized” in T’Bonly in a rather Pickwickian
sense,namely by making every sentence of the set, in some of its many equivalent
formulations, apostulate of TB. Normally, the axiomatization of a setof sentences
selects as postulates just a small subset from which the rest can then be logically
derived as theorems; thus, the axiomatization presents the content of the whole
set “in a form which is psychologically or mathematically more perspicuous.”57
And since Craig’s method in effect includes all sentences that are to be axiomat­
ized among the postulates of T’ , the latter, as Craig himself puts it, “fail to
simplify or to provide genuine insight."58

The loss in simplicity whichnresulutsfrom discarding th'ethegretical terms of
T’ isieflectedckircumstance‘that the setofpostulateswhichCraig’smethod
fgrgjfn is alwaysinfmite._Evenin caseswhere actually there existssome
finite subset of O ., of VB-theorems of T' from which all the restcan be deduced,

57. Craig (1956), p. 49. It may be well to note briefly two further points which were estab­
lished by Craig, in the studies here referred to :(i) A theory T4may have a set of VB—consequences
that cannot be axiomatizcd by means of a finite set of postulates expressible in terms of V3.
(ii) There is no general method that permits an effective decision, for every theory T', as
to whether its VB-consequences can, or cannot, be axiomatized by means of a finite set of
postulates.

58. Craig (1956),p. 49. This fact does not detract in the least,ofcoursc, from theimportance
and interest ofCraig's result asa theorem in logic.
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Craig’s procedure will not yield such a subset: that is the price of its universal
applicability.

Now there are cases where an infinity of postulates may not be excessively
unwieldy; notably when the axioms are specified by means of axiom-schemata,”
i.e., by stipulations to the effect that any sentence that has one of a finite number
of specified forms (such as ‘x = x,’ for example) is to count as an axiom. But
the manner in which postulates of T’Bare specified by Craig’s method is vastly
more intricate, and the resulting system would be practically unmanageable—
to say nothing of the loss in heuristic fertility and suggestiveness which results
from the elimination of the theoretical concepts and hypotheses. For empirical
science, therefore, this method of dispensing with theoretical expressionswould
be quite unsatisfactory.

So far, we have examined the eliminability of theoretical concepts and
assumptions only in the context of deductive systematization: we considered
an interpreted theory T’ exclusively as a vehicle of establishing deductive tran­
sitions among observational sentences. However, such theories may also afford
means of inductive systematization in the sense outlined in section 1; an analysis
of this function will yield a further argument against the elimination of theor­
etical expressions by means of Craig’s method.

By way of illustration I will usean example which isdeliberatelyoversimplified
in order the more clearly to exhibit the essentials. Let us assume that VTcontains
the term ‘white phosphorus’, or ‘P' for short, and that the interpretative system
incorporated into T' states no suHicientobservational conditions of application
for it, but several necessary ones. These will be taken to be independent of each
other in the sensethat, though in the caseof white phosphorus they occurjointly,
any one of them occurs in certain other casesin the absenceof oneor more of the
others. Let those necessary conditions be the following: white phosphorus has
a garlic-like odor; it is soluble in turpentine, in vegetable oils, and in ether; it
produces skin burns. In symbolic notation:
(9.6) (PxD Gx)
(9.7) (x) (Px 3 Tx)
(9.8) (PxD Vx)
(9.9) (x) Px 3 Ex)
(9.10) (PxI) 8x)
All predicates other than 'P’ that occur in these sentences will belong, then, to VB.

Now let VTcontain just one term in addition to ‘P’,namely ‘hasan ignition
temperature of 30° C’, or ‘I’for short; and let there be exactly one interpretative
sentence for ‘1', to the effect that if an object has the property I then it will burst

59. On this method, first used by von Ncunmnn, see Carnap (1937), pp. 29-30 and p. 96,
where further references to the literature are given.
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into Hame if surrounded by air in which a thermometer shows a reading above
30° C. This property will be considered as observable and will be represented
by the predicate ‘F' in VB.The interpretative sentence for ‘I', then, is
(9.11) (x) (Ix D Fx)
Finally, we will assumethat the theoretical part of T’ contains one singlepostulate.
namely,
(9.12) (x) (Px D Ix)
which states that white phosphorus has an ignition temperature of 30°C. Let the
seven sentences (9.6)-(9.12) represent the total content of '1".

Then, as is readily seen, T’ has no consequences in terms of VBexcept for
purely logical truths; consequently, T' will permit a deductive transition from
one VB-sentenceto another only if the latter is logically implied by the former,
so that T' is not required to establish the connection. In other words: '1" effects
no deductive systematization among VB-sentencesat all. Nevertheless, T’ may
play an essentialrole in establishing certain explanatory or predictive connections
of an inductive kind among the VB-sentences.Suppose, for example, that a
certain object I)has been found to have all the characteristics C, T, V, E, S. In
view of the sentences (9.6)-(9.10), according to which these characteristics are
symptomatic of P, it might then well be inferred that biswhite phosphorus. This
inference would be inductive rather than deductive, and part of its strength
would derive from the mutual independence which we assumed to exist among
those five observable symptoms of white phosphorus. The sentence ‘Pb' which
has thus been inductively accepted leads, via (9.12), to the prediction '1b', which
in turn, in virtueof (9.11),yieldsthe forecast‘Fb’.Wipgtllmslhc.tranSitiOn
fron;4M§ggmomm‘g_g;£_.114ij33b1,,f,5b_i_,.;9 the observational
prediction ‘Fbl‘vv‘ligtvtulgn_trapsitignwrgquiresgininductive. Step, consisting of the
aEc‘EISEEEE'c“‘Pb’ on the strength ~0_f,the-f1ve data...sen_tcnc_cs.which support,imply,'Pb'.

On the the system'1'"Bobtainedby Craig'smethoddoesnot
lend itself to this inductive use; in fact, all its sentences are logical truths and thus

T’Bmakes no empirical assertion at all, for, aswas nored above, all the VB-theorenis
of T' are logically true statements.

Thus, if the systetnzigtigingMuse9f an interpreted theory T' is conceived as
involving inductive as well as deductiveuprOCEdures, then the corresponding
sysiticiiiVTI'Bcannot, in general, replace T’.

“M intuitively simpler method of obtaining a functional equivalent, in
observational terms, of a given interpreted theory T' is provided by an idea of
Ramsey's. In effect, the method amounts to treating all theoretical terms as
existentially quantified variables, so that all the extralogical constants that occur
in Ramsey’s manner of formulating a theory belong to the observational vocab—
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ulary.60Thus, the interpreted theory determined by the formulas (9.6)-(9.12)
would be expressed by the following sentence, which we will call the Ramsey­
sentence associated with the given theory:

(9.13) (356)(an (x) [ex : (cx- Tx- Vx -Ex- 8x» - (sax: Fx) - (be : M]
This sentence is equivalent to the expression obtained by conjoining the sentences
(9.6)-(9.12), replacing ‘P’ and ‘1' throughout by the variables -‘¢>’and ‘gb’respec­
tively, and prefixing existential quantifiers with regard to the latter. Thus,
(9.13) asserts that there are two properties, 45and 1,0,otherwise unspecified, such
that any object with the property 4>also has the observable properties G, T, V,
E, S; any object with the property 1,0also has the observable property E; and any
object with the property 95also has the property

An interpreted theory T’ is not, of course, logically equivalent with its
associated Ramsey-sentence any more than it is logically equivalent with the
associated Craig-system 7"“; in fact, each of the two is implied by, but does
n0t in turn imply, T’. But though the Ramsey-sentence contains, apart from
variables and logical constants, only terms from VB,it can be shown to imply
exactly the same V-sentences as does '1"; hence, it establishes exactly the same
deductive transitions among VB-sentences as does T’. In this respect then, the
Ramsey-sentence associated with T' is on a par with the Craig-system T’Bobtain­
able from '1". But its logical apparatus is more extravagant than that required
by T' or by T'B. In our illustration, for example, T’ and TB contain variables
and quantifiers only with respect to individuals (physical objects), whereas the
Ramsey-sentence (9.13) contains variables and quantifiers also for properties of
individuals; thus, while T’ and 7",, require only a first-order functional calculus,
the Ramsey-sentence calls for a second-order functional calculus.

But this means that the Ramsey—sentence associated with an interpreted
theory T' avoids reference to hypothetical entities only in letter—replacing
Latin constants by Greek variables—rather than in spirit. For it still asserts the
existence of certain entities of the kind postulated by '1", without guaranteeing
any more than does ’1"that those entities are observables or at least fully charac­
terizable in terms of observables. Hence, Ramsey—sentences provide no satis—
factory way of avoiding theoretical concepts.

And indeed, Ramsey himself made no such claim. Rather, his construal of
theoretical terms as existentially quantified variables appears to have been
motivated by considerations of the following kind: If theoretical terms are
treated as constants which are not fully defined in terms of antecedently under­
stood observational terms, then the sentences that can formally be constructed
out of them do not have the character of assertions with fully specifiedmeanings,

60. Ramsey (1931), pp. 212-15, 231.
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which can be significantly held to be either true or false; rather, their status is
comparable to that of sentential functions, with the theoretical terms playing
the role of variables. But of a theory we want to be able to predicate truth or
falsity, and the construal of theoretical terms as existentially quantified variables
yields a formulation which meets this requirement and at the same time retains
all the intended empirical implications of the theory.

This consideration raises a further problem, which will be discussed in the
next section.

10. ON MEANING AND TRUTH OF SCIENTIFIC THEORIES

The problem suggested by Ramsey’s approach is this: If, in the manner of
section 8, we construe the theoretical terms of a theory as extralogical constants
for which the system1 provides only a partial interpretation in terms of the
antecedently understood vocabulary VB,can the sentences formed by means
of the theoretical vocabulary nevertheless be considered as meaningful sentences
which make definite assertions, and which are either true or false?

The question might seem to come under the jurisdiction of semantics, and
more specifically, of the semantical theory of truth. But this is not the case.
What the semantical theory of truth provides (under certain conditions) is a
general definition of truth for the sentencesof a given language L. That definition
is stated in a suitable metalanguage, M, of L and permits the formulation of a
necessaryand sufiicientcondition of truth for any sentenceS of L. This condition
is expressed by a translation of S into M."1 (To be suited for its purpose, M
must therefore contain a translation of every sentenceof L and must meet certain
other conditions which are specifiedin the semantical theory of truth.) But if the
truth criteria thus stated in M are to be intelligible at all, then clearly all the trans­
lations of L-statements into M must be assumed to be significant to begin with.
Instead of deciding the question as to the meaningfulness of L-sentences, the
semantical definition of truth presupposes that it has been settled antecedently.

For analogous reasons, semantics does not enable us to decide whether the
theoretical terms in a given system T' do or do not have semantical, or factual,
or ontological reference—a characteristic which some writers have considered
as distinguishing genuinely theoretical constructs from auxiliary or intervening
theoretical terms.“2One difficulty with the claims and counterclaims that have
been made\in this connection lies in the failure of the discussants to indicate

clearly what they wish to assert by attributing ontological reference to a given

61. Sec Tarski (1944). section 9.

62. On this point, see for example, MacCorquodale and Meehl (1948); Lindzey (I953);
Fcigl (1950), (1950a); Hempcl (1950); Rozcboom (1956).
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term. From a purely semanticalpoint of view, it is possible to attribute semantical
referenceto any term of a language L that is taken to be understood: the referent
can be specified in the same manner as the truth condition of a given sentencein
L, namely by translation into a suitable metalanguage. For example, using
English as a metalanguage, we might say, in reference to Freud’s terminology,
that ‘Verdraengung' designates repression, ‘Sublimierung’, sublimation, and
so on. Plainly, this kind of information is unilluminating for those who wish to
use existential reference as a distinctive characteristic of a certain kind of theor­

etical term; nor does it help those who want to know whether, or in what
sense, the entities designated by theoretical terms can be said actually to exist—
a question to which we will return shortly.

Semantics,then, doesnot answerthequestionraisedatthe beginningof this
section; we have to look.“elsewhercrfogugitcria_,Q£AigD.i5.CanCC_f§rtheoretical
expressions.

Generally speaking, we might qtlal_ify_a,_theorctical_cxpressj9mintelligible
orjig'nificant it has been adequately explaincdin terms which-awe-consider as
antecedently understood. In our earlier discussion, such terms’_yge_r_§~r‘eprrgs§nted
by_-the_vocabulary“ VB(plus the terms of logic). But-now the question arises:

Whatconstiiiités an. ‘,.‘a,c1..eq.ua.t_c_’’ explanaFiQH? Ngacpsrally-.l?i9.€l£1£-EE92€1%£§S
cansbe‘spegjfigd: the answer is ultimately determined by one’s philosophical
conscience. The logical and epistemological puritan might declare intelligible
only what has been explicitly defined in terms of VB;and he might impose further
restrictions—in a nominalistic vein, for example—on the logical apparatus
that may be used in formulating the definitions. Others will find terms intro—
duced by reduction sentences quite intelligible, and still others will even counte­
nance an interpretation as tenuous as that afforded by an interpretative system.
One of the most important advantages of definition lies in the fact that it ensures
the possibility of an equivalent restatement of any theoretical sentence in terms
of V3. Partial interpretation does‘not guarantee this; consequently it doesnot
provide, for every sentence expressible in theoretical terms, a necessary and
sufficient condition of truth that can be stated in terms which are antecedently
understood. This, no doubt, is the basicdifficulty that critics find with the method
of partial interpretation.

In defenseof partial interpretation, on the other hand, it canbg said that to
understandlan expression is to know how to use it, and in aformal reconstruction
the. "how to" is expressed by means of rules. Partial interpretation as GTE—have
construed it provides such rules. These show, for example, what sentences in
terms of VBalone may be inferred from sentences containing theoretical terms;
and thus they specify a set of VB-sentencesthat are implied, and hence indirectly
asserted, by an interpreted theory T'. (If the set is empty, the theory does not
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fallwithin the domain of empirical science.)CancIscly, therules alsosh0wwhat
sentences in theprerticalwtermsmay be inferred from VB-sentences.Thus, there
are glose resemblances betweeg__ourtheoretical sentences and those sentences
which are intelligible the narrower sense of being expressible entirely in
ternis-o-f—VF—Lahcircumstancewhich militates in favor of admitting theoretical

sentences into the classof significant statements.
It be mentionedthat if this policyis adopted,then we willhaveto

recognigeiassignificant(though not, of course,as interestingor investi­
gating) ce’rtgininterpreted systems which surely would not qualify as potential
scientific theories. For example, let L be the conjunction of some finite number
of empirical generalizations about learning behavior, formulated in terms of an
observational vocabulary VB,and let P be the conjunction of a finite number of
arbitrary sentences formed out of a set VTof arbitrarily chosen uninterpreted
terms (for example, P might be the conjunction of the postulatesof some axiom­
atization of elliptic geometry). Then, by making P the postulates of T and by
choosing the sentence P D L as the only member of our interpretative system1,
we obtain an interpreted theory T’ which explains in a trivial way all the given
empirical generalizations, since T °_]plainly implies L. Yet, needless to say, T'
would not be considered a satisfactory learning theory.63 The characteristic
here illustrated does not vitiate our analysis of partial interpretation, since the
latter does not claim that every partially interpreted theoretical system is a
potentially interesting theory; and indeed, even the requirement of full definition
of all theoretical terms by means of VBstill leavesroom for similarly unrewarding
“theories.” Examples like our mock “learning theory" simply remind us that,
in additionto having. an empirical interpretation (which is necessary if there
are to any empirically testable consequences) a good scielritifichtheoryJmust
satisfy various important further conditions; its VB-consequencesVmust be
eiiip‘iri—cnallywell confirmed; it must effect a logically simple systeiigatization of
the pErti’nen'tIVE-sentences,it must suggest further empirical laws, and so forth.

Ifihg sentencesof a partially interpreted theory T’ are grantedthe Statusof
significga‘ritgatcments, can be said to be eithertrue or.falsetthen the
question, touched upon earlier in this section, as to the factti_al',referhen_geof
theé’géfgg‘fiEFiii‘s,"can’bewdealt with in amquitel.istraightfoirwarydinanner: To
assert that the terms of a given theory have factual reference, that the entities”
they purport to refer to'actually exist, is tantamount to asserting that what the

‘ECEX-F¢11§_-U§_i,S.trsuc;and this in turn. is. talltajlloum t0. 3.559998. t_]}<?_,th¢0r)’­

()3. It is ofinterest to note here that ifin addition to the conditions specified in section8, an
interpreted theory were also required to meet the criteria of significancefor theoretical terms
and. sentences that have recently been proposed by Carnap (1956 sections 6, 7, 8), then the
terms and the sentences of our mock "learning theory" would be ruled out as nonsignificant.
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When we say, for example, that the elementary particles of contemporary
physical theory actually exist, we assert that there occur in the universe particles
of the various kinds indicated by physical theory, governed by specified physical
laws, and showing certain specific kinds of observable symptoms of their
presence in certain specified circumstances. But this is tantamount to asserting
the truth of the (interpreted) physical theory of elementary particles. Similarly,
asserting the existence of the drives, reserves, habit strengths, and the like postu­
lated by a‘given theory of learning amounts to affirming the truth of the system
consistingof the statements of the theory and its empirical interpretation.“

Thus understood, the existenceof hypothetical entities withspegfigdcharac­
teristics and interrelations, as assumed by a given theory, can be examinpd
inductively in the same sense in which the truth of the theory itself can be.ex­
amined namely, by empirical tests of its VB-consequences.

According to the conception just outlined, we have to attribute factual
reference to all the (extra-logical) terms of a theory if that theory is true; hence,
this characteristic provides no basisfor a semantical dichotomy in the theoretical
vocabulary. Also, the factual reference, as here construed, of theoretical terms
does not depend on whether those terms are avoidable in favor of expressions
couched in terms of VBalone. Even if all the theoretical terms of a theory T'
are explicitly defined in terms of VB, so that their use affords a convenient
shorthand way of saying what could also be said by means of VBalone, they will
still have factual reference if what the theory says is true.

The preceding observations on truth and factual reference in regard to
partially interpreted theories rest on the assumption that the sentencesggfsuch
theories are accorded the status of statements. For those who find this assumption
unacceptable, there are at least two other ways of construing what have
called an interpreted theory. The first of these is Ramsey’s method, which was
described in the previous section. It has the very attractive feature of representing
an interpreted theory in the form of a bona fide statement, which contains no
extra-logical constants other than those contained in VB,and which has exactly
the same VB-consequencesas the theory stated in terms of incompletely inter­

64. More precisely, the assertion that there exist entities of the various kinds (such as
hypothetical objects and events and their various qualitative and quantitative properties and
relations) postulated by an interpreted theory T' is expressed by the Ramsey-sentence asso­
ciated with T'. It is obtained by replacing all theoretical constants in the conjunction of the
postulates ot‘T' by variables and binding all these by existential quantifiers placed before the
resulting expression. The sentence thus obtained is a logical consequenceofthe postulates ofT';
but the converse does nut hold; hence strictly speaking, the assertion of the existenceof the var­
ious hypothetical entities assumed in a theory is logically weaker than the theory itself.

For suggestive observations on the question of the reality of theoretical entities, see,
for example, Toulmin (1953), pp. 134-139 and Smart (1956).
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preted theoretical constants. It is perhaps the most satisfactoryway of conceiving
the logical character of a scientific theory, and it will be objectionable mainly,
or perhaps only, to those who, on philosophical grounds, are opposed to the
ontological commitments65 involved in countenancing variables that range
over domains other than that of the individuals of the theory (suchas,for example
the set of all quantitative characteristics of physical objects, or the set of all
dyadic relations among them, or sets of such sets, and so forth).

Those finally, who, like the contemporary nominalists, reject such strong
ontological commitments, may adopt a conception of scientific theories, not
as significant statements, but as intricate devices for inferring, from intelligible
initial statements, expressed in terms of an antecedently understood vocabulary
V , certain other, again intelligible, statements in terms of that vocabulary.“
The nominalistically inclined may then construe theoretical terms as meaningless
auxiliary marks, which serve as convenient symbolic devices in the transition
from one set of experiential statements to another. To be sure, the conception
of laws and theories as extralogical principles of inference does not reflect the
way in which they are used by theoretical scientists.In publications dealing with
problems of theoretical physics, or biology, or psychology, for example, sen­
tences containing theoretical terms are normally treated on a par with those
which serve to describe empirical data: together with the latter, they function
as premises and as conclusions of deductive and of inductive arguments. And
indeed, for the working scientist the actual formulation and use of theoretical
principles as complex extralogical rules of inference would be a hindrance
rather than a help. However, the purpose of those who suggest this conception
is not, of course, to facilitate the work of the scientist but rather to clarify the

import of his formulations; and from the viewpoint of a philosophical analyst
with nominalistic inclinations the proposed View of scientific sentences which
by his standards are not admissible as statements does represent an advance in
clarification.

()5. The concept is used here in Quinc‘s sense, according to which a theory is ontologically
committed to those entities which must be included in the domains over which its bound

variables range if the theory is to be true. Quine develops and defends this idea in several
of the essays comprising his book (1953).

()6. The conception of laws or theories as inferential principles has been suggested, but by
no means generally from a nominalistic point of view, by severalauthors; among them Schlick
(1931), pp. 151and 155; Ramsey(l93l), p. 241 ; Ryle(1949), especiallypp. 120-25; and Toulmin
(1953). Chapters Ill and IV. (Toulmin remarks, however, that to think of laws of nature
as rules or licenses “reflects only a partof their nature" (lot. (it, p. 105).)See also Braithwaite’s
discussion of the issue in (1953). pp. 85-87. Finally, Popper’s essay (1956) contains several
critical and constructive comments that bear on this issue and on some of the other questions
discussed in the present study.



[222] STRUCTUREAND FUNCTION or SCIENTIFICCONCEPTS AND rmaomrs

However, the question posed by the theoretician’s dilemma can be raised

also in regard to the two alternative conceptions of the status of a theory. Con­
cerning Ramsey’s formulation, we may ask whether it is not possible to dispense
altogether with the existentially quantified variables which represent the theor­
etical terms, and thus to avoid the ontological commitment they require, without
sacrificing any of the deductive connections that the Ramsey-sentence establishes
among VB-sentences.And in regard to theories conceived as inferential devices,

we may ask whether they. cannot be replaced by a functionally equivalent set
of rules—i.e., one establishing exactly the same inferential transitions among
VB-sentences—whichuses none of the “meaningless marks."

To both questions, Craig's theorem gives an affirmative answer by providing
a general method for constructing the desired kind of equivalent. But again, in
both cases, the result has the shortcomings mentioned in section 8. First, the
method would replace the Ramsey-sentence by an infinite set of postulates, or
the body of inferential rules by an infinite set of rules, in terms of VB,and would
thus lead to a loss of economy. Second, the resulting system of postulates or of
inferential rules would not lend itself to inductive prediction and explanation.
And third, it would have the pragmatic defect, partly reflected already in the
second point, of being less fruitful heuristically than the system using theoretical
terms.

O_urargumcnt_(5.1),the theoretician's dilemma, took,it to besolgpurpose
of a theory to establish deductive connections.among observation.sentences.If
this were the case, theoretical terms would indeed be unnecessaryuButHi‘fit is
recognized that a satisfaCtorytheory should provide possibilitiesalsoer “induc­
tive’explanatory and predictive use andthat it should achieve systematic. CCQJLOIHY
and heuristic fertility, then _it is clear that theoretical formulations cannot be
replaced by expressions in terms of obicrvablcs only; the theoretician’s dilemma,
with its conclusion to the contrary, is seen to rest on a false premise.
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9. THE FUNCTION OF

GENERAL LAWS IN HISTORY

1. It is a rather widely held opinion that history, in contradistinction to the
so-called physical sciences,is concerned with the description of particular events
of the past rather than with the search for general laws which might govern those
events. As a characterization of the type of problem in which some historians

are mainly interested, this view probably can not be denied; asastatement of the
theoretical function of general laws in scientific historical research, it is certainly
unacceptable. The following considerations are an attempt to substantiate this
point by showing in some detail that general laws have quite analogous functions
in history and in the natural sciences, that they form an indispensable instrument
of historical research, and that they even constitute the common basisof various

procedures which are often considered as characteristic of the social in contra­
distinction to the natural sciences.

By a general law, we shall here understand a statement of universal condi­
tional form which is capable of being confirmed or disconfirmed by suitable
empirical findings. The term ‘law’ suggests the idea that the statement in
question is actually well confirmed by the relevant evidence available; as this
qualification is, in many cases, irrelevant for our purpose, we shall frequently
use the term ‘hypothesis of universal form’ or briefly ‘universal hypothesis’
instead of ‘general law’, and state the condition of satisfactory confirmation
separately, if necessary. In the context of this paper, a universal hypothesis may
be assumed to assert a regularity of the following type: In every case where an
event of a specified kind C occurs at a certain place and time, an event of a

This article is a slightly modified version of the riginal text, which appeared in Thejournal
ofPhilosophy39, pp. 35-48 (1942).It is reprintcddith kind permissionof the Editor.
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specified kind B will occur at a place and time which is related in a specified
manner to the place and time of the occurrence of the first event. (The symbols
‘C’ and ‘E’ have been chosen to suggest the terms ‘cause’and ‘effect’, which are
often, though by no means always, applied to events related by a law of the
above kind.)

2.1 The main function of general laws in the natural sciences is to connect
events in patterns which are usually referred to as explanationand prediction.

The explanation of the occurrence of an event of some specific kind E at
a certain place and time consists, as it is usually expressed, in indicating the
causes or determining factors of E. Now the assertion that a set of events—say,
of the kinds C1, C2, . . . , Cn —have caused the event to be explained, amounts
to the statement that, according to certain general laws, a set of events of the
kinds mentioned is regularly accompanied by an event of kind E. Thus, the
scientific explanation of the event in question consists of

(1) a set of statements asserting the occurrence of certain events C1, . . . C
at certain times and places,

(2) a set of universal hypotheses, such that
(a) the statements of both groups are reasonably well confirmed by

empirical evidence,
((2) from the two groups of statements the sentence asserting the

occurrence of event E can be logically deduced.
In a physical explanation, group (1) would describe the initial and boundary

conditions for the occurrence of the final event; generally, we shall say that
group (1) states the determiningconditionsfor the event to be explained, while
group (2) contains the general laws on which the explanation is based; they
imply the statement that whenever events of the kind described in the first group
occur, an event of the kind to be explained will take place.

Illustration: Let the event to be explained consist in the cracking of an automobile
radiator during a cold night. The sentences of group (1) may state the following
initial and boundary conditions: The car was left in the street all night. Its radiator,
which consists of iron, was completely filled with water, and the lid was screwed
on tightly. The temperature during the night dropped from 39° F. in the evening
to 25° F. in the morning; the air pressure was normal. The bursting pressure of the
radiator material is so and so much. Group (2) would contain empirical laws such
as the following: Below 32° F., under normal atmospheric pressure, water freezes.
Below 392° F., the pressure of a massof water increases with decreasing temperature,
if the volume remains constant or decreases;when the water freezes,the pressure again
increases. Finally, this group would have to include a quantitative law concerning
the change of pressure of water as a function of its temperature and volume.

From statements of these two kinds, the conclusion that the radiator cracked
during the night can be deduced by logical reasoning; an explanation of the considered
event has been established.
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2.2 It is important to bear in mind that the symbols ‘E’, ‘C’, ‘C,’, ‘Cz’, etc.,
which were used above, stand for kinds or properties of events, not for what is
sometimes called individual events. For the object of description and explanation
in every branch of empirical science is always the occurrence of an event of a
certain kind (such as a drop in temperature by 14° R, an eclipse of the moon, a
cell-division, an earthquake, an increase in employment, a political assassination)
at a given place and time, or in a given empirical object (such as the radiator of a
certain car, the planetary system, a specified historical personality, etc.) at a
certain time.

What is sometimes called the completedescriptionof an individual event (such

as the earthquake of San Francisco in 1906 or the assassination ofjulius Caesar)
would require a statement of all the properties exhibited by the spatial region
or the individual object involved, for the period of time occupied by the event
in question. Such a task can never be completely accomplished.

Ajottiori, it is impossible to give a completeexplanationof an individualeventin
the sense of accounting for all its characteristics by means of universal hypotheses,
although the explanation of what happened at a specified place and time may
gradually be made more and more specific and comprehensive.

But there is no difference, in this respect, between history and the natural
sciences:both can give an account of their subject-matter only in terms of general
concepts, and history can “grasp the unique individuality" of its objects of
study no more and no less than can physics or chemistry.

3. The following points result more or lessdirectly from the above study of
scientific explanation and are of special importance for the questions here to be
discussed.

3.1 A set of events can be said to have caused the event to be explained only

if general laws can be indicated which connect “causes” and “effect” in the
manner characterized above.

3.2 N o matter whether the cause-effect terminology is used or not, a SClCIltlllC

explanation has been achieved only if empirical laws of the kind mentioned
under (2) in 2.1 have been applied.1

3.3 The use of universal empirical hypotheses as explanatory principles dis­

1. Maurice Mandelbaum, in his generally very clarifying analysis of relevance and cans­
ation in history (The Problemof Historical Knowledge, New York. 1938, Chs. 7, 8) seems to hold
that there is a difference between the “causal analysis" or “causal explanation" of an event
and the establishment of scientific laws governing it in the sense stated above. He argues
that "scientific laws can only be Formulated on the basis of causal analysis," but that "they
are not substitutes for full causal explanations" (l.r., p. 238). For the reasons outlined above,
this distinction does not appear to bejustifiable: every "causal explanation" is an "explanation
by scientific laws"; for in no other way than by reference to empirical laws can the assertion
ofa causal connection between events be scientifically substantiated.
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tinguishesgenuine from pseudo-explanation, such as, say, the attempt to account
for certain features of organic behavior by reference to an entelechy, for whose
functioning no laws are offered, or the explanation of the achievements of a
given person in terms of his “mission in history", his “predestined fate, "or simi­
lar notions. Accounts of this type are based on metaphors rather than laws; they
convey pictorial and emotional appeals instead of insight into factual connections:
they substitute vague analogies and intuitive "plausibility" for deduction from
testable statements and are therefore unacceptable as scientific explanations.

Any explanation of scientific character is amenable to objective checks;
these include

(a) an empirical test of the sentences which state the determining conditions;
(b) an empirical test of the universal hypotheses on which the explanation

rests;

(c) an investigation of whether the explanation is logically conclusive in
the sense that the sentence describing the events to be explained follows
from the statementsof groups(1)and

4. The function of general laws in scientificpredictioncan now be stated very
briefly. Quite generally, prediction in empirical science consists in deriving a
statement about a certain future event (for example, the relative position of the
planets to the sun, at a future date) from (1) statements describing certain known
(past or present) conditions (for example, the positions and momenta of the
planets at a past or present moment), and (2) suitable general laws (for example,
the laws of celestial mechanics). Thus, the logical structure of a scientific pre­
diction is the same as that of a scientific explanation, which has been described
in 2.1. In particular, prediction no less than explanation throughout empirical
science involves reference to universal empirical hypotheses.

The customary distinction between explanation and prediction rests mainly
on a pragmatic difference between the two: While in the caseof an explanation,
the final event is known to have happened, and its determining conditions have
to be sought, the situation is reversed in the case of a prediction: here, the initial
conditions are given, and their ueffect"——which,in the typical case, has not yet
taken place—is to be determined.

In view of the structural equality of explanation and prediction, it may be
said that an explanation as characterized in 2.1 is not complete unless it might
as well have functioned as a prediction: If the final event can be derived from
the initial conditions and universal hypotheses stated in the explanation, then
it might as well have been predicted, before it actually happened, on the basisof
a knowledge of the initial conditions and the general laws. Thus, e.g., those
initial conditions and general laws which the astronomer would adduce in
explanation of a certain eclipse of the sun are such that they might also have
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served as a sufficient basis for a forecast of the eclipse before it took place.
However, only rarely, if ever, are explanations stated so completely as to

exhibit this predictive character (which the test referred to under (c)in 3.3 would
serve to reveal). Quite commonly, the explanation offered for the occurrenceof
an event is incomplete. Thus, we may hear the explanation that a barn burnt
down “because” a buming cigarette was dropped in the hay, or that a certain
political movement has spectacular success"because" it takes advantage of wide­
spread racial prejudices. Similarly, in the caseof the broken radiator, the custom­
aryway of formulatinganexplanation would berestrictedto pointingout that the
car was left in the cold, and the radiator was filled with water. In explanatory
statements like these, the general laws which confer upon the stated conditions
the character of "causes" or “determining factors" are completely omitted
(sometimes, perhaps, asa "matter of course”), and, furthermore, the enumeration
of the determining conditions of group (1) is incomplete; this is illustrated by
the preceding examples, but also by the earlier analysisof the broken radiator
case: as a closer examination would reveal, even that much more detailed state­

ment of determining conditions and universal hypotheseswould require ampli­
fication in order to serve as a sufficient basis for the deduction of the conclusion

that the radiator broke during the night.
In some instances, the incompleteness of a given explanation may be consid­

ered as inessential. Thus, e.g., we may feel that the explanation referred to in
the last example could be made complete if we so desired; for we have reasons
to assume that we know the kind of determining conditions and of general laws
which are relevant in this context.

Very frequently, however, we encounter “explanations” whose incomplete­
nesscan not simply be dismissed as inessential. The methodological consequences
of this situation will be discussed later (especially in 5.3 and 5.4).

5.1 The preceding considerations apply to explanation in history as well as in
any other branch of empirical science. Historical explanation, too, aims at
showing that the event in question was not “a matter of chance,” but was to be
expected in view of certain antecedent or simultaneous conditions. The ex­
pectation referred to is not prophecy or divination, but rational scientificantici­
pation which rests on the assumption of general laws.

If this view is correct, it would seem strange that while most historians do
suggest explanations of historical events, many of them deny the possibility
of resorting to any general laws in history. It is possible,however, to account for
this situation by a closer study of explanation in history, as may become clear
in the course of the following analysis.

5.2 In some cases, the universal hypotheses underlying a historical explanation
are rather explicitly stated, as is illustrated by the italicizedpassagesin the follow­
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ing attempt to explain the tendency of government agencies to perpetuate
themselves and to expand:

As the activities of the government are enlarged, more people develop a vested
interest in the continuation and expansion of governmental functions. Peoplewho
have jobs do not like to lose them; those who are habituated to certain skills do not welcome

change; those who have become accustomed to the exercise 9/.a certain leind of power do not
like to relinquish their control—if anything, they want to develop greater power and cor­
respondineg greater prestige. . . .

Thus, government Of‘llCCSand bureaus, once created, in turn institute drives,
not only to fortify themselves against assault, but to enlarge the scope of their oper­
ations.2

Most explanations offered in history or sociology, however, fail to include
an explicit statement of the general regularities they presuppose; and there
seem to be at least two reasons which account for this:

First, the universal hypotheses in question frequently relate to individual or
social psychology, which somehow is supposed to be familiar to everybody
through his everyday experience; thus, they are tacitly taken for granted. This
is a situation quite similar to that characterized in section 4.

Second,it would often be very difficult to formulate the underlying assump­
tions explicitly with sufficient precision and at the same time in such a way that
they are in agreement with all the relevant empirical evidence available. It is
highly instructive, in examining the adequacy of a suggested explanation, to
attempt a reconstruction of the universal hypotheses on which it rests. Par­
ticularly, such terms as “hence,” “therefore,” “consequently,” “because,”
“naturally,” “obviously,” etc., are often indicative of the tacit presupposition
of some general law: they are used to tie up the initial conditions with the event
to be explained; but that the latter was “naturally” to be expected as a “conse­
quence" of the stated conditions follows only if suitable general laws are pre­
supposed. Consider, for example, the statement that the Dust Bowl farmers
migrated to California “because” continual drought and sandstormsmade their
existence increasingly precarious, and because California seemed to them to offer
so much better living conditions. This explanation rests on some such universal
hypothesis as that populations will tend to migrate to regions which offer
better living conditions. But it would obviously be difficult accurately to state
this hypothesis in the form of a general law which is reasonably well confirmed
by all the relevant evidence available. Similarly, if a particular revolution is
explained by reference to the growing discontent, on the part of a large part of
the population, with certain prevailing conditions, it is clear that a general

2. Donald W. McConnell et (11.,EconomicBehavior; New York, 1939; pp. 894-95. (Italics
supplied.)
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regularity is assumed in this explanation, but we are hardly in a position to state
just what extent and what specific form the discontent has to assume,and what
the environmental conditions have to be, to bring about a revolution. Analogous
remarks apply to all historical explanations in terms of class struggle, economic
or geographic conditions, vested interests of certain groups, tendency to con­
spicuous consumption, etc.: all of them rest on the assumption of universal
hypotheses3 which connect certain characteristics of individual or group life
with others; but in many cases, the content of the hypotheses which are tacitly
assumed in a given explanation can be reconstructed only quite approximately.

5.3 It might be argued that the phenomena covered by the type of explanation
just mentioned are of a statisrieal character, and that therefore only probability
hypotheses need to be assumed in their explanation, so that the question as to
the “underlying general laws” would be based on a falsepremise. And indeed, it
seems possible and justifiable to construe certain explanations offered in history
as based on the assumption of probability hypotheses rather than of general
“deterministic” laws, i.e., laws in the form of universal conditionals. This claim

may be extended to many of the explanations offered in other fieldsof empirical
science as well. Thus, e.g., if Tommy comes down with the measlestwo weeks
after his brother, and if he has not been in the company of other personshaving
the measles,we accept the explanation that he caught the diseasefrom his brother.
Now, there is a general hypothesis underlying this explanation; but it can hardly
be said to be a general law to the effeCtthat any person who has not had the measles
before will get it without fail if he stays in the company of somebody elsewho
has the measles; that contagion will occur can be asserted only with high proba­
bility.

Many an explanation offered in history seems to admit of an analysisof this
kind: if fully and explicitly formulated, it would state certain initial conditions,
and certain probability hypotheses,‘ such that the occurrence of the event to be
explained is made highly probable by the initial conditions in view of the prob­
ability hypotheses. But no matter whether explanations in history be construed
as causal or as probabilistic, it remains true that in general the initial conditions

3. What is sometimes misleadingly called an explanation by means of a certain routrpt
is, in empirical science, actually an explanation in terms ofimiversal hypothesescontaining that
concept. "Explanations" involving concepts which do not function in empirically testable
hypotheses—such as "entelechy" in biology,”historic destination ofa racc"or "self-unfolding
of absolute reason" in history—are mere metaphors without cognitive content.

4. E. Zilsel, in a stimulating paper on “Physics and the Problem of Historico—Sociological
Laws" (Philosophy of Scieme, Vol. 8, 1941, pp. 567-79), suggests that all Specifically historical
laws are ofa statistical character similar to that of the “macro-laws” of physics. The above
remarks, however, are not restricted to specifically historical laws since explanation in history
rests to a large extent on nonhistorical laws (cf. section 8 of this paper).
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and especially the universal hypotheses involved are not clearly indicated, and
can not unambiguously be supplemented. (In the case of probability hypotheses,
for example, the probability valuesinvolved will at best be known quite roughly.)

5.4 What the explanatory analyses of historical events offer is, then, in most
cases not an explanation in one of the senses indicated above, but something
that might be called an explanation sketch. Such a sketch consists of a more or less
vague indication of the laws and initial conditions considered as relevant, andit
needs “filling out" in order to turn into a full-Hedged explanation. This filling­
out requires further empirical research, for which the sketch suggests the direc­
tion. (Explanation sketches are common also outside of history; many explan—
ations in psychoanalysis, for instance, illustrate this point.)

Obviously, an explanation sketch does not admit of an empirical test to the
same extent as does a complete explanation; and yet, there is a difference between
a scientifically acceptable explanation sketch and a pseudo-explanation (or a
pseudo-explanation sketch). A scientifically acceptable explanation sketch needs
to be filled out by more specificstatements; but it points into the direction where
these statements are to be found; and concrete research may tend to confirm or
to inhrm those indications; i.e., it may show that the kind of initial conditions
suggested are actually relevant; or it may reveal that factors of a quite different
nature have to be taken into account in order to arrive at a satisfactoryexplanation.

The filling-out process required by an explanation sketch will in general effect
a gradual increase in the precision of the formulations involved; but at any
stage of this process, those formulations will have some empirical import:
it will be possible to indicate, at least roughly, what kind of evidence would be
relevant in testing them, and what findings would tend to confirm them. In
the case of nonempirical explanations or explanation sketches, on the other
hand—say, by reference to the historical destiny of a certain race, or to a prinicple
of historicaljustice—the useof empirically meaningless terms makes it impossible
even roughly to indicate the type of investigation that would have a bearing
upon those formulations, and that might lead to evidence either confirming or
infirming the suggested explanation.

5.5 In trying to appraise the soundness of a given explanation, one will first
have to attempt to reconstruct ascompletely aspossible the argument constituting
the explanation or the explanation sketch. In particular, it is important to realize
what the underlying explanatory hypotheses are, and to appraise their scope
and empirical foundation. A resuscitation of the assumptions buried under the
gravestones ‘hence’, ‘thereforc’, ‘because’, and the like will often reveal that the
explanation offered is poorly founded or downright unacceptable. In many
cases, this procedure will bring to light the fallacy of claiming that a large
number of details of an event have been explained when, even on a very liberal
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interpretation, only some broad characteristics of it have been accounted for.
Thus, for example, the geographic or economic conditions under which a
group lives may account for certain general features of, say, its art or its moral
codes; but to grant this does not mean that the artistic achievements of the group
or its system of morals has thus been explained in detail; for this would imply
that from a description of the prevalent geographic or economic conditions
alone, a detailed account of certain aspectsof the cultural life of the group can
be deduced by means of specifiable general laws.

A related error consists in singling out one of several important groups of
factors which would have to be stated in the initial conditions, and then claiming

that the phenomenon in question is “determined” by that one group of factors
and thus can be explained in terms of it.

Occasionally, the adherents of some particular school of explanation or
interpretation in history will adduce, as evidence in favor of their approach, a
successful historical prediction which was made by a representative of their
school. But though the predictive successof a theory iscertainly relevant evidence
of its soundness, it is important to make sure that the successfulprediction is in
fact obtainable by means of the theory in question. It happens sometimes that
the prediction is actually an ingenious guess which may have been influencedby
the theoretical outlook of its author, but which can not bearrived at by meansof

his theory alone. Thus, an adherent of a quite metaphysical “theory” of history
may have a sound feeling for historical developments and may be able to make
correct predictions, which he will even couch in the terminology of his theory,
though they could not have been attained by means of it. To guard against such
pseudo-confirming caseswould be one of the functions of test (c) in 3.3.

6. We have tried to show that in history no lessthan in any other branch of

empirical inquiry, scientific explanation can be achieved only by means of
suitable general hypotheses, or by theories, which are bodies of systematically
related hypotheses. This thesis is clearly in contrast with the familiar view that
genuine explanation in history is obtained by a method which characteristically
distinguishes the social from the natural sciences, namely, the methodqf empathic
understanding:The historian, we are told, imagines himself in the place of the
persons involved in the events which he wants to explain; he tries to realize as
completely as possible the circumstances under which they acted and the motives
which inHuenced their actions; and by this imaginary self-identification with
his heroes, he arrives at an understanding and thus at an adequate explanation
of the events with which he is concerned.

This method of empathy is, no doubt, frequently applied by laymen and
by experts in history. But it does not in itself constitute an explanation; it rather
isessentially a heuristic device; its function is to suggest psychological hypotheses



[240] SCIENTIFICmum-non

which might serve as explanatory principles in the case under consideration.
Stated in crude terms, the idea underlying this function is the following: The
historian tries to realize how he himself would act under the given conditions,
and under the particular motivations of his heroes; he tentatively generalizes
his findings into a general rule and uses the latter as an explanatory principle in
accounting for the actions of the persons involved. Now, this procedure may
sometimes prove heuristically helpful; but it does not guarantee the soundness
of the historical explanation to which it leads. The latter rather depends upon
the factual correctness of the generalizations which the method of understanding
may have suggested.

Nor is the use of this method indispensable for historical explanation. A
historian may, for example, be incapable of feeling himself into the role of a
paranoiac historic personality, and yet he may well be able to explain certainof
his actions by reference to the principles of abnormal psychology. Thus, whether
the historian is or is not in a position to identify himself with his historical hero
is irrelevant for the correctness of his explanation; what counts is the soundness
of the general hypotheses involved, no matter whether they were suggestedby
empathy or by a strictly behavioristic procedure. Much of the appeal of the
“method of understanding" seems to be due to the fact that it tends to present
the phenomena in question as somehow “plausible” or “natural” to us;5this
isoften done by means of persuasivemetaphors. But the kind of “understanding”
thus conveyed must clearly be separated from scientific understanding. In
history as anywhere else in empirical science, the explanation of a phenomenon
consists in subsuming it under general empirical laws; and the criterion of its
soundness is not whether it appeals to our imagination, whether it is presented
in terms of suggestive analogies or is otherwise made to appear plausible—all
this may occur in pseudo-explanations as well—but exclusively whether it
rests on empirically well confirmed assumptions concerning initial conditions
and general laws.

7.1 So far, we have discussed the importance of general laws for explanation
and prediction, and for so-called understanding in history. Let us now survey
more briefly some other procedures in historical research which involve the
assumption of universal hypotheses.

Closely related to explanation and understanding is the so—calledinterpre—
tation ofhistoricalphenomenain terms of some particular approach or theory. The
interpretations which are actually offered in history consist either in subsumng
the phenomenain question under a scientificexplanation or explanation sketch; or

5. For a criticism ofthis kind ofplausibility, cf. Zilsel, I.c., pp. 577-78, and sections 7 and 8
in the same author’s “Problems of Empiricism," in InternationalEncyclopedia9/ UnifiedScience,
Vol. II, 8 (Chicago: University of Chicago Press, 1941).
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in an attempt to subsume them under some general idea which isnot amenable
to any empirical test. In the former case, interpretation clearly is explanation by
means of universal hypotheses; in the latter, it amounts to a pseudo-explanation
which may have emotive appeal and evoke vivid pictorial associations, but
which does not further our theoretical understanding of the phenomena under
consideration.

7.2 Analogous remarks apply to the procedure of ascertaining the “meaning”
of given historical events; its scientific import consistsin determining what other
events are relevantly connected with the event in question, be it as "causes,"
or as “effects”; and the statement of the relevant connections assumes,again, the

form of explanations or explanation sketches which involve universal hypo­
theses; this will be seen more clearly in the next subsection.

7.3 In the historical explanation of some social institutions great emphasis
is laid upon an analysis of the developmentof the institution up to the stage under
consideration. Critics of this approach have objected that a mere description of
this kind is not a genuine explanation. This argument may be given a slightly
different form in terms of the preceding reflections: An account of the develop­
ment of an institution is obviously not simply a description of all the events
which temporally preceded it; only those events are meant to be included which
are “relevant” to the formation of that institution. And whether an event is

relevant to that development is not a matter of evaluative opinion, but an
objective question depending upon what is sometimes called a causal analysisof
the rise of that institution.6 Now, the causal analysis of an event establishes an

explanation for it, and since this requires'refcrence to general hypotheses, so
do assumptions about relevance, and, consequently, so does the adequate analysis
of the historical development of an institution.

7.4 Similarly, the use of the notions of determinationand of dependencein the
empirical sciences, including history, involves reference to general laws.7Thus,

(L See the detailed and clear exposition ofthis point in M. Mandelbaum's book, chapters
0-8.

7. According to Mandelbaum, history, in contradistinction to the physical sciences.
consists “not in the formulation of laws of which the particular case is an instance, but in
the description of the events in their actual determining relationships to each other; in seeing
events as the products and producers ofchange" (l.r., pp. 13-14).This is, in effect, a conception
whose untenability has been pointed out already by Hume. namely, that a careful examination
of two specific events alone. without any reference to similar casesand to general regularities,
can reveal that one of the events produces or determines the other. This thesis does not only
run counter to the scientific meaning of the concept of determination which clearly rests on
that ofgeneral law. but it even fails to provide any objective criteria which would be indicative
ofthe intended relationship ofdetcrmination or production. Thus, to speakofempirical deter­
mination independently of any reference to general laws is to usea metaphor without cognitive
content.
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e.g., we may say that the pressure of a gas depends upon its temperature and
volume, or that temperature and volume determine the pressure, in virtueof
Boyle’s law. But unless the underlying laws are stated explicitly, the assertionof
a relation of dependence or of determination between certain magnitudesor
characteristics amounts at best to claiming that they are connected by some
unspecified empirical law; and that is a very meager assertion indeed: If, for
example, we know only that there issome empirical law connecting two metrical
magnitudes (such as length and temperature of a metal bar), we can not even
be sure that a change of one of the two will be accompanied by a change of the
other (for the law may connect the same value of the “dependent” or “deter­
mined" magnitude with different values of the other), but only that with any
specific value of one of the variables, there will always be associatedone and the
same value of the other; and this is obviously much lessthan most authors mean
to assert when they speak of determination or dependence in historical analysis.

Therefore, the sweeping assertion that economic (or geographic, or any
other kind of) conditions "determine" the development and change of allother
aspects of human society, has explanatory value only in so far as it can be sub­
stantiated by explicit laws which statejust what kind of change in human culture
will regularly follow upon specific changes in the economic (geographic, etc.)
conditions. Only the establishment of specific laws can fill the general thesiswith
scientific content, make it amenable to empirical tests, and confer upon it an
explanatory function. The elaboration of such laws with as much precisionas
possible seems clearly to be the direction in which progress in scientific explan­
ation and understanding has to be sought.

8. The considerations developed in this paper are entirely neutral with
respect to the problem of “spcc1_'/icallyhistorical laws": they do not presuppose a
particular way of distinguishing historical from sociological and other laws,
nor do they imply or deny the assumption that empirical laws can be found
which are historical in some specific sense, and which are well confirmed by
empirical evidence.

But it may be worth mentioning here that those universal hypotheses to
which historians explicitly or tacitly refer in offering explanations, predictions,
interpretations, judgments of relevance, etc., are taken from various fields of
scientific research, in so far as they are not pre-scientific generalizations of every—
day experiences. Many of the universal hypotheses underlying historical ex­
planation, for instance, would commonly be classified as psychological, econ—
omical, sociological, and partly perhaps as historical laws; in addition, historical
research has frequently to resort to general laws established in physics,chemistry,
and biology. Thus, e.g., the explanation of the defeat of an army by reference to
lack of food, adverse weather conditions, disease, and the like, is based on a—
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usually tacit—assumption of such laws. The use of tree rings in dating events
in history rests on the application of certain biological regularities. Various
methods of testing the authenticity of documents, paintings, coins, etc., make use
of physical and chemical theories.

The last two examples illustrate another point which isrelevant in thiscontext:
Even if a historian should propose to restrict his research to a "pure description"
of the past, without any attempt at offering explanations or statements about
relevance and determination, he would continually have to make use of general

laws. For the object of his studies would be the past—forever inaccessible to his
direct examination. He would have to establish his knowledge by indirect

methods: by the use of universal hypotheses which connect his present data
with those past events. This fact has been obscured partly because some of the
regularities involved are so familiar that they are not considered worth mention­
ing at all; and partly because of the habit of relegating the various hypotheses
and theories which are used to ascertain knowledge about past events, to the

“auxiliary sciences"of history. Quite probably, some of the historians who tend
to minimize, if not to deny, the importance of general laws for history, are
prompted by the feeling that only “genuinely historicallaws" would beof interest
for history. But once it is realized that the discovery of historical laws (in some
specifiedsenseof this very vague notion) would not make history methodologi­
cally autonomous and independent of the other branches of scientific research,
it would seem that the problem of the existence of historical laws ought to lose
some of its importance.

The remarks made in this section are but special illustrations of two broader
principles of the theory of science: first, the separation of “pure description"
and “hypothetical generalization and theory-construction" in empirical science
is unwarranted; in the building of scientific knowledge the two are inseparany
linked. And, second, it is similarly unwarranted and futile to attempt the de­
marcation of sharp boundary lines between the different flClClSof scientific
research, and an autonomous development of each of the fields. The necessity,
in historical inquiry, to make extensive use of universal hypotheses of which
at least the overwhelming majority come from fields of research traditionally
distinguished from history is just one of the aspects of what may be called the
methodological unity of empirical science.





IO. STUDIES IN THE

LOGIC OF EXPLANATION‘

1. INTRODUCTION

O EXPLAIN the phenomena in the world of our experience, to answer
Tthe question “why?” rather than only the question “what?” is one of
the foremost objectives of empirical science. While there is rather general
agreement on this point there exists considerable difference of opinion as to the
function and the essential characteristics of scientific explanation. The present

essayis an attempt to shed some light on these issues by means of an elementary
survey of the basic pattern of scientific explanation and a subsequent more
rigorous analysisof the concept of law and the logical structure of explanatory
arguments.

I. This essay grew out of discussions with Dr. Paul Oppenheim; it was published in co­
authorship with him and is here reprinted with his permission. Our individual contributions
cannot be separated in detail; the present author is responsible, however, for the substance of
Part [V and for the final formulation of the entire text.

Some ofthe ideasset forth in Part ll originated with our common friend, Dr. Kurt Grelling,
who suggested them to us in a discussion carried on by correspondence. Grelling and his
wife subsequently became victims of the Nazi terror during the Second World War; by
including in this essayat least some of Grclling’s contributions, which are explicitly identified.
we hope to realize his wish that his ideas on this subject might not entirely fall into oblivion.

l’aul Oppenheim and l are much indebted to l’réfessors Rudolf Carnap, Herbert Feigl.
Nelson Goodman, and W. V. Quine for stimulating discussionsand constructive criticism.

This article was published in Philosophy quricmr, vol. 15, pp. 135-75. Copyright “(‘31943'.The
Williams and Wilkins Co., Baltimore 2, Md., U.S.A. It isreprinted. with some changes.by kind
permission of the publisher.
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The elementary survey is presented in Part I; Part 11contains an analysis
of the concept of emergence; Part III seeks to exhibit and to clarify in a more
rigorous manner some of the peculiar and perplexing logical problems to
which the familiar elementary analysis of explanation gives rise. Part IV,
finally, deals with the idea of explanatory power of a theory; an explicit
definition and a formal theory of this concept are developed for the caseof a
scientific language of simple logical structure.

PART I. ELEMENTARY SURVEY OF SCIENTIFIC EXPLANATION

2. SOMEILLUSTRATIONS.A mercury thermometer is rapidly immersed in hot
water; there occurs a temporary drop of the mercury column, which is then
followed by a swift rise. How is this phenomenon to be explained? The increase
in temperature affects at first only the glass tube of the thermometer; it expands
and thus provides a larger space for the mercury inside, whose surface therefore
drops. As soon as by heat conduction the rise in temperature reaches the mer­
cury, however, the latter expands, and as its coefficient of expansion is con­
siderably larger than that of glass, a rise of the mercury level results.-This
account consists of statements of two kinds. Those of the first kind indicate

certain conditions which are realized prior to, or at the same time as, the phen­
omenon to be explained; we shall refer to them briefly as antecedent conditions.
In our illustration, the antecedent conditions include, among others, the fact
that the thermometer consists of a glass tube which is partly filled with mercury,
and that it is immersed into hot water. The statements of the second kind

express certain general laws; in our case, these include the laws of the thermic
expansion of mercury and of glass, and a statement about the small thermic
conductivity of glass. The two sets of statements, if adequately and completely
formulated, explain the phenomenon under consideration: they entail the
consequence that the mercury will first drop, then rise. Thus, the event under
discussion is explained by subsuming it under general laws, i.e., by showing
that it occurred in accordance with those laws, in virtue of the realization of

certain specified antecedent conditions.
Consider another illustration. To an observer in a rowboat, that part of an

oar which is under water appears to be bent upwards. The phenomenon is
explained by means of general laws—mainly the law of refraction and the
law that water is an optically denser medium than air—and by reference to
certain antecedent conditions—expecially the facts that part of the oar is in
the water, part in the air, and that the oar is practically a straight piece of wood.
Thus, here again, the question “Why does the phenomenon occura”is._€on­
struegLasmeaning“accordingto W5, andbyvirtueof what
antecedent “conditionstoes”the phenomenon occur a” —_
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So far, we have considered only the explanation of particular events occur­

ring at a certain time and place. But the question “Why?” may be raised also
in regard to general laws. Thus, in our last illustration, the question might
be asked: Why does the propagation of light conform to the law of refraction?
Classical physics answers in terms of the undulatory theory of light, i.c. by
stating that the propagation of light is a wave phenomenon of a certain general
type, and that all wave phenomena of that type satisfy the law of refraction.
Thus, the explanation of a general regularity consists in subsuming itunder
another, more comprghensive regularity, under a more general law. Similarly,
the validity‘of—Galileo’slaw for the free fall of bodies near the earth's surface
can be explained by deducing it from a more comprehensive set of laws, namely
Newton's laws of motiOn and his law of gravitation, together with some state­

ments about particular facts, namely, about the mass and the radius of the
earth.

3. THE BASIC PATTERN or SCIENTIFIC EXPLANATION. From the preceding

sample cases let us now abstract some general characteristics of scientific
explanation. We divide an explanation into two major constituents, the
explanandumand the exp/audits”. By the explanandum, we understand the sen­
tence describing the phenomenon to be explained (not that phenomenon
itself); by the explanans, the class of those sentences which are adduced to
account for the phenomenon. As was noted before, the explanans falls into
two subclasses; one of these contains certain sentences C1, C2, . . . , Ck which

state specific antecedent conditions; the other is a set of sentences L1,L2, . . . , L,
which represent general laws.

Ifwimplanation is to besound,itsconstituentshavetosatistcer­
tain conditigiggfadequacy, which may be divideduiirtg‘logical 31rdw(Empirical
conditions. For the following discussion, it will be suHicient to formulate these
requirements in a slightly vague manner; in Part III, a more precise restatement
of these criteria will be presented.

1. Logical conditions of adequacy

(R1) The explanandum must be a logical consequence of the explanans;
in other words, the explanandum must be logically deducible from
the information contained in the explanans; for otherwise, the ex­
planans would not constitute adequate grounds for the explanandum.

2. These two expressions, derived from the Latin explanare, were adopted in preference
to the perhaps more customary terms "cxplicandum" and "explicans" in order to reserve
the latter for use in the context of explication of meaning, or analysis. On explication in
this sense, cf. Camap (1 a); p. 513.
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(R2) The explanans must contain general laws, and these must actually
be required for the derivation of the explanandum. We shall not
make it a necessary condition for a sound explanation, however, that
the explanans must contain at least one statement which is not a law;
for, to mention just one reason, we would surely want to consideras
an explanation the derivation of the general regularities governing the
motion of double stars from the laws of celestial mechanics, even

though all the statements in the explanans are general laws.

(R3) The explanans must have empirical content; i.e., it must be capable.
at least in principle, of test by experiment or observation. This
condition is implicit in (R1); for since the explanandum is assumed
to describe some empirical phenomenon, it follows from (R1) that
the explanans entails at least one consequence of empirical character,
and this fact confers upon it testability and empirical content. But
the point deserves special mention because, as will be seen in §4, cer­
tain arguments which have been offered as explanations in the natural
and in the social sciences violate this requirement.

[1. Empirical condition of adequacy

(R4) The sentences constituting the explanans must be true.
That in a sound explanation, the statements constituting the explanans
have to satisfy some condition of factual correctness is obvious. But
itmightseemmoreappropriatetostipulatethattheaw
highly confirmed by all the relevant evidence available rather than that
itshou etrue.TWleads toawkwardconse­
quences. Suppose that a certain phenomenon was explained at an
earlier stage of science, by means of an explanans which was well sup­
ported by the evidence then at hand, but which has been highly
disconfirmed by more recent empirical findings. In such a case, we
would have to say that originally the explanatory account was a
correct explanation, but that it ceased to be one later, when un­
favorable evidence was discovered. This does not appear to accord
with sound common usage, which directs us to say that on the basis
of the limited initial evidence, the truth of the explanans, and thus
the soundness of the explanation, had been quite probable, but that
the ampler evidence now available makes it highly probable that the
explanansis not true, aIWJEQLCQLLQEiQ questionis
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not—and never has beep:3_cor§:g_explanation.3 (A similar point
will be made and illustrated, with respect to the requirement of
truth for laws,in the beginningof

Some of the characteristics of an explanation which have been indicated so
far may be summarized in the following schema:

C,,C2, . . . ,C,‘ Statements of antecedent
conditions Explanans

L L . . . , L, G 1 La
Logical deduction l 1’ 3’ Cncra ws

E Description of the

empirical phenomenon Explanandum
to be explained

Let us note here that the same formal analysis, including the four necessary

conditions, applies to scientific prediction as well as to explanation. The differ­
ence between the two is of a pragmatic character. [US is given, i.e. if we know
that the phenomenon described by E has occurred, and a suitable set of state­
ments C1, C2, . . . , Ck, L1, L2, . . . , L, is provided afterwards, we speak of an

explanation of the phenomenon in question. If the latter statements are given
and E is derived prior to the occurrence of the phenomenon it describes, we
speak of a prediction. It may be said, therefore, that an explanation of a par­
ticular event is not fully adequate unless its explanans, if taken account of in
time, could have served as a basis for predicting the event in question. Con­
sequently, whatever will be said in this article concerning the logical character­
isticsof explanation or prediction will be applicable to either, even if only one
of them should be mentioned.‘

Many explanations which are customarily offered, especially in prescientific
discourse, lack this potential predictive force, however. Thus, we may be told
that a car turned over on the road “because” one of its tires blew out while the

car was traveling at high speed. Clearly, on the basis of just this information,
the accident could not have been predicted, for the explanans provides no ex­
plicit general laws by means of which the prediction might be effected,nor does
it state adequately the antecedent conditions which would be needed for the

3. (Added in 1964.) Requirement (R4) characterizes what might be called a correct
or true explanation. In an analysis of the logical structure of explanatory arguments, therefore,
that requirement may be disregarded. This is, in fact, what is done in section 7, where the
concept of potential explanation is introduced. On these and related distinctions, seealso section
2.1 of the essay “Aspects of Scientific Explanation" in this volume.

4. (Added in 1964.) This claim is examined in much fuller detail, and rcasserted with cer­
tain qualifications, in sections 2.4 and 3.5 of the essay “Aspects of Scientific Explanation”
in this volume.
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prediction. The same point may be illustrated by reference to W. S. Jevons's
view that every explanation consists in pointing out a resemblance between
facts, and that in some cases this process may require no reference to lawsatall
and “may involve nothing more than a single identity, as when we explainthe
appearance of shooting stars by showing that they are identical with portions
of a comet."5 But clearly, this identity does not provide an explanation of the
phenomenon of shooting stars unless we presuppose the laws governingthe
development of heat and light as the effect of friction. The observationof
similarities has explanatory value only if it involves at least tacit referenceto
general laws.

In some cases, incomplete explanatory arguments of the kind here illustrated
suppress parts of the explanans simply as "obvious"; in other cases, they seem
to involve the assumption that while the missing parts are not obvious,the
incomplete explanans could at least, with appropriate effort, be so supplemented
as to make a strict derivation of the explanandum possible. This assumption
may bejustifiable in some cases, as when we say that a lump of sugar disappeared
"because" it was put into hot tea, but it surely is not satisfied in many other
cases. Thus, when certain peculiarities in the work of an artist are explained
as outgrowths of a specific type of neurosis, this observation may contilin
significant clues, but in general it does not afford a sufficient basis for a potential
prediction of those peculiarities. In cases of this kind, an incomplete explanation
may at best be considered as indicating some positive correlation between
the antecedent conditions adduced and the type of phenomenon to be explained.
and as pointing out a direction in which further research might be carriedonin
order to complete the explanatory account.

The type of explanation which has been considered here so far isoften referred
to as causal explanation.‘3 If E describes a particular event, then the antecedent
circumstances described in the sentences C1, C2,. . . , Ck may be said jointly
to "cause" that event, in the sense that there are certain empirical regularities,
expressed by the laws L1, L2, . . ., L,, which imply that whenever conditions
of the kind indicated by C1, C2, . . . , Ck occur, an event of the kind describc?d
in B will take place. Statements such as L1, L2, . . . , L,, which assert general
and unexceptional connections between specified characteristics of events, are
customarily called causal, or deterministic, laws. They must be distinguished
from the so-called statistical laws which assert that in the long run, an explicitly
stated percentage of all casessatisfying a given set of conditions are accompaniecl
by an event of a certain specified kind. Certain @LqfscigritLhc_ explanation.

5. (1924) p. 533.
6. (Added in 1964.) Or rather, causal explanation is one variety of the deductive type of

explanation here under discussion; see section 2.2 of “Aspects of Scienti£c Explanation."
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WWnlarmdumgnég a_§q_.9f,,laWs..o_f_wh‘ic.h_..at
163“some areggissical in character. Analysis of the peculiar logical structure
of that type of subsumption involves difficult special problems. The present
essaywill be restricted to an examination of the deductive type of explanation,
Which has fetaine-dhitssignificance in large segments of contemporary science,
and»even in some where a more adequate account calls for referenceto
statistical laws.’

4. EXPLANATION IN THE NONPHYSICAL SCIENCES. MOTIVATIONAL AND TELEC­

LOGICALAPPROACHES.Our characterization of scientific explanation is so far
based on a study of cases taken from the physical sciences. But the general
principles thus obtained apply also outside this area.BThus, various types of
behavior in laboratory animals and in human subjects are explained in psy­
chology by subsumption under laws or even general theories of learning or
conditioning; and while frequently the regularities invoked cannot be stated
with the same generality and precision as in physics or chemistry, it is clear
at least that the general character of those explanations conforms to our earlier
characterization.

Let us now consider an illustration involving sociological and economic
factors. In the fall of 1946, there occurred at the cotton exchanges of the United
Statesa price drop which was so severe that the exchanges in New York, New

7. The account given above of the general characteristics of explanation and prediction
in science is by no means novel; it merely summarizes and states explicitly some fundamental
points which have,been recognized by many scientists and inethodologists.

Thus, e.g., Mill says: “An individual fact is said to be explained, by pointing out its
cause, that is, by stating the law or laws of causation, of which its production is an iii­
stance", and “a law or uniformity in nature is said to be explained, when another law or
laws are pointed out, ofwhich that law itselfis but a case,and from which it could be deduced.”
(1858, Book 111,Chapter Xll, section 1). Similarly, vaons, whose general characterization of
'explanation was critically discussed above, stresses that “the most important process of
explanation consists in showing that an observed fact is one case of a general law or tendency.”
(1924, p. 533). Ducasse states the same point as follows: “Explanation essentially consists
in the offering of a hypothesis of fact, standing to the fact to be explained as caseof antecedent
to caseof consequent of some already known law of connection." (1925, pp. 150-51).A lucid
analysisof the fundamental structure of explanation and prediction was given by Popper in
(1935), section 12, and, in an improved version, in his work (1945), especially in Chapter 25
and in note 7 for that chapter.— For a recent characterization of explanation as subsumption
under general theories, cf., for example, Hull's concise discussion in (1943a), chapter I. A clear
elementary examination of certain aspects of explanation is given in Hospers (1946), and a
concise survey of many of the essentials of scientific explanation which are considered in the

first two parts of the present study may be found in Feigl (1945), pp. 284 ff.
8. On the subject of explanation in the social sciences, especially in history, cf. also the

following publications, which may serve to supplement and amplify the brief discussionto be
presented here: Hempel (1942); Popper (1945); White (1943); and the articles Cause and
Understanding in Beard and Hook (1946).
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Orleans, and Chicago had to suspend their activities temporarily. In an attempt
to explain this occurrence, newspapers traced it back to a large-scale speculator
in New Orleans who had feared his holdings were too large and had therefore
begun to liquidate his stocks; smaller speculators had then followed his example
in a panic and had thus touched off the critical decline. Without attemptingto
assessthe merits of the argument, let us note that the explanation here suggested
again involves statements about antecedent conditions and the assumptionof
general regularities. The former include the facts that the first speculatorhad
large stocks of cotton, that there were smaller speculators with considerable
holdings, that there existed the institution of the cotton exchanges with their
specific mode of operation, etc. The general regularities referred to are—25
often in semi-popular explanations—not explicitly mentioned; but there is
obviously implied some form of the law of supply and demand to accountforthe
drop in cotton prices in terms of the greatly increased supply under conditions
of practically unchanged demand; besides, reliance is necessary on cermin
regularities in the behavior of individuals who are trying to preserve or improve
their economic position. Such laws cannot be formulated at present with
satisfactory precision and generality, and therefore, the suggested explanation
is surely incomplete, but its intention is unmistakably to account for the pheno‘
menon by integrating it into a general pattern of economic and socio-psyChO'
logical regularities.

We turn to an explanatory argument taken from the field of linguistics.9
In Northern France, there are in use a large variety of words synonymous With
the English ‘bee', whereas in Southern France, essentially only one such word is
in existence. For this discrepancy, the explanation has been suggested that in
the Latin epoch, the South of France used the word ‘apicula’, the North the
word 'apis'. The latter, because of a process of phonologic decay in Northern
France, became the monosyllabic word ‘é'; and monosyllables tend to be
eliminated, especially if they contain few consonantic elements, for they areapt
to give rise to misunderstandings. Thus, to avoid confusion, other words were
selected. But'apicula', which was reduced to ‘abelho', remained clearenoughand
was retained, and finally it even entered into the standard language, in the
form 'abeille’. While the explanation here described is incomplete in the
sense characterized in the. previous section, it clearly exhibits reference to
specific antecedent conditions as well as to general laws.10

9. The illustration is taken from Bonfante (1946), section 3.
10. While in each of the last two illustrations, certain regularities are unquestionably relied

upon in the explanatory argument, it is not possible to argue convincingly that the intended
laws, which at present cannot all be stated explicitly, are of a causal rather than a statistical
characrer. It is quite possible that most or all of the regularities which will be discovered
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While illustrationsof this kind tend to support the view that explanation in
biology, psychology, and the social sciences has the same structure as in the
physical sciences, the opinion is rather widely held that in many instances. the
causal type of explanation is essentially inadequate in fields other than physics
and chemistry, and especially in the study of purposive behavior. Let us ex­
amine briefly some of the reasons which have been adduced in support of
this View.

One of the most familiar among them is the idea that events involving the
activities of humans singly or in groups have a peculiar uniqueness and irre­
peatability which makes them inaccessible to causal explanation because the
latter, with its reliance upon uniformities, presupposes repeatability of the
phenomena under consideration. This argument which, incidentally, has also
been used in support of the contention that the experimental method is in­
applicable in psychology and the social sciences, involves a misunderstanding
of the logical character of causal explanation. Every individual event, in the
physical sciences no less than in psychology or the social sciences, is unique in
the sense that it, with all its peculiar characteristics, does not repeat itself.
Nevertheless, individual events may conform to, and thus be explainable by
means of, general 1aWsof the causal type. For all that a causal law asserts is
that any event of a specified kind, i.e. any event having certain specified char­
acteristics,is accompanied by another event which in turn has certain specified
characteristics; for example, that in any event involving friction, heat is de­
veloped. And all that is needed for the testability and applicability of such
laws is the recurrence of events with the antecedent characteristics, i.e. the

repetition of those characteristics, but not of their individual instances. Thus, the
argument is inconclusive. It gives occasion, however, to emphasize an important
point concerning our earlier analysis: When we spoke of the explanation of a
singleevent, the term “event” referred to the occurrence of some more or less
complex characteristic in a specific spatio-temporal location or in a certain
individual object, and not to all the characteristics of that object, or to all that
goes on in that space-time region.

A second argument that should be mentioned here11contends that the estab­
lishment of scientific generalizations—and thus of explanatory principles—for

11. Cf., for example, F. H. Knight's presentation of this argument in (1924), pp. 151-51

as sociology develops will be of a statistical type. CE, on this point, the suggestive obser­
vations in Zilsel (1941), section 8, and (1941:). This issue does not affect, however, the main
point we wish to make here, namely that in the social no less than in the physical sciences.
subsumption under general regularities is indispensable for the explanation and the theoretical
understanding of any phenomenon.
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human behavior is impossible because the reactions of an individual in a given
situation depend not only upon that situation, but also upon the previous history
of the individual. But surely, there is no a priori reason why generalizations
should not be attainable which take into account this dependence of behavior
on the past history of the agent. That indeed the given argument “proves”too
much, and is therefore a non sequitur, is made evident by the existence of certain
physical phenomena, such as magnetic hysteresis and elastic fatigue, in which
the magnitude of a specific physical effect depends upon the past history of the
system involved, and for which nevertheless certain general regularities have
been established.

A third argument insiststhat the explanation of any phenomenon involving
purposive behavior calls for reference to motivations and thus for teleological
rather than causal analysis. For example, a fuller statement of the suggested
explanation for the break in the cotton prices would have to indicate the
large-scale speculator’s motivations as one of the factors determining the event
in question. Thus, we have to refer to goals sought; and this, so the argument
runs, introduces a type of explanation alien to the physical sciences. Unques­
tionably, many of the—frequently incomplete—explanations which are offered
for human actions involve reference to goals and motives; but does this make
them essentially different from the causal explanations of physics and chemistry?
One difference which suggests itself lies in the circumstance that in motivated
behavior, the future appears to affect the present in a manner which is not
found in the causal explanations of the physical sciences. But clearly, when the
action of a person is motivated, say, by the desire to reach a certain objective,
then it is not the as yet unrealized future event of attaining that goal which can
be said to determine his present behavior, for indeed the goal may never be
actually reached; rather—to put it in crude terms—it is (a) his desire, present
before the action, to attain that particular objective, and (b) his belief, likewise
present before the action, that such and such a course of action is most likely
to have the desired effect. The determining motives and beliefs, therefore,
have to be classified among the antecedent conditions of a motivational ex­
planation, and there is no formal difference on this account between motiva­
tional and causal explanation.

Neither does the fact that motives are not accessible to direct observation by
an outside observer constitute an essential difference between the two kinds of

explanation; for the determining factors adduced in physical explanations
also are very frequently inaccessible to direct observation. This is the case, for
instance, when opposite electric charges are adduced in explanation of the
mutual attraction of two metal spheres. The presence of those charges, while
eluding direct observation, can be ascertained by various kinds of indirect test,
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and that is sufiicient to guarantee the empirical character of the explanatory
statement. Similarly, the presence of certain motivations may be ascertainable
only by indirect methods, which may include reference to linguistic utterances
of the subject in question, slips of pen or tongue, etc.; but as long as these
methods are “operationally determined" with reasonable clarity and precision,
there is no essential difference in this respect between motivational explanation
and causal explanation in physics.

A potential danger of explanation by motives lies in the fact that the method
lends itself to the facile construction of ex post facto accounts without pre­
dictive force. An action is often explained by attributing it to motives con­
jectured only after the action has taken place. While this procedure is not in
itself objectionable, its soundness, requires that (1) the motivational assumptions
in question be capable of test, and (2) that suitable general laws be available
to lend explanatory power to the assumed motives. Disregard of these re­
quirements frequently deprives alleged motivational explanations of their
cognitive significance. '

The explanation of an action in terms of the agent's motives is sometimes
considered as a special kind of teleological explanation. As was pointed out
above, motivational explanation, if adequately formulated, conforms to the
conditions for causal explanation, so that the term “teleological” is a misnomer
if it is meant to imply either a non-causal character of the explanation or a
peculiar determination of the present by the future. If this is borne in mind,
however, the term “teleological” may be viewed, in this context, as referring
to causal explanations in which some of the antecedent conditions are motives
of the agent whose actions are to be explained.12

Tcleological explanations of this kind have to be distinguished from a much
more sweeping type, which has been claimed by certain schools of thought to
be indispensable especially in biology. It consists in explaining characteristics of
an organism by reference to certain ends or purposes which the characteristics
are said to serve. In contradistinction to the cases examined before, the ends

are not assumed here to be consciously or subconsciously pursued by the or­
ganism in question. Thus, for the phenomenon of mimicry, the explanation is
sometimes offered that it serves the purpose of protecting the animals endowed
with it from detection by its pursuers and thus tends to preserve the species.
Before teleological hypotheses of this kind can be appraised as to their

12. For a detailed logical analysis of the concept of motivation in psychological theory,
see Koch (1941). A stimulating discussion of teleological behavior from the standpoint of
contemporary physics and biology is contained in the article (1943) by Rosenblueth, Wiener,
and Bigelow. The logic of explanation by motivating reasons is examined more fully in
section 10 of the essay "Aspects of Scientific Explanation" in the present volume. ­
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potential explanatory power, their meaning has to be clarified. If they are in­
tended somehow to express the idea that the purposes they refer to are inherent
in the design of the universe, then clearly they are not capable of empirical test
and thus violate the requirement (R3) stated in §3. In certain cases, however,
assertions about the purposes of biological characteristics may be translatable
into statements in non-teleological terminology which assert that those char­
acteristics function in a specific manner which is essential to keeping the or­
ganism alive or to preserving the species.13An attempt to state precisely what
is meant by this latter assertion—or by the similar one that without those
characteristics, and other things being equal, the organism or the specieswould
not survive—encounters considerable difficulties. But these need not be dis­

cussed here. For even if we assume that biological statements in teleological
form can be adequately translated into descriptive statements about the life­
preserving function of certain biological characteristics, it is clear that (1) the
use of the concept of purpose is not essential in these contexts, since the term
“purpose” can be completely eliminated from the statements in question, and
(2) teleological assumptions, while now endowed with empirical content,
cannot serve as explanatory principles in the customary contexts. Thus, e.g., the
fact that a given species of butterfly displays a particular kind of coloring cannot
be inferred from—and therefore cannot be explained by means of—the state­
ment that this type of coloring has the effect of protecting the butterflies from
detection by pursuing birds, nor can the presence of red corpuscles in the human
blood be inferred from the statement that those corpuscles have a specific
function in assimilating oxygen and that this function is essential for the main­
tenance of life.

One of the reasons for the perseverance of teleological considerations in
biology probably lies in the fruitfulness of the teleological approach as a
heuristic device: Biological research which was psychologically motivated
by a teleological orientation, by an interest in purposes in nature, has frequently
led to important results which can be stated in nonteleological terminology
and which increase our knowledge of the causal connections between biological
phenomena.

Another aspect that lends appeal to teleological considerations is their
anthropomorphic character. A teleological explanation tends to make us feel
that we really "understand" the phenomenon in question, becauseit is accounted
for in terms of purposes, with which we are familiar from our own experience
of purposive behavior. But it is important to distinguish here understanding

13. An analysis of teleological statements in biology along these lines may be found in
Woodger (1929). especially pp. 432 ff; essentially the same interpretation is advocated
by Kaufmann in (1944), Chapter 8.
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in the psychological sense of a feeling of empathic familijgity from under­
standing in the theoretical, or cognitive, sense of exhibiting the phenomenon
to be explained as a special case of some general regularity. The frequent
insistence that explanation means the reduction of something unfamiliar to
ideasor experiences already familiar to us is indeed misleading. For while some
scientific explanations do have this psychological effect, it is by no means
universal: The free fall of a physical body may well be said to be a more
familiarphenomenon than the law of gravitation, by means of which it can
be explained; and surely the basic ideas of the theory of relativity will appear
to many to be far lessfamiliar than the phenomena for which the theory accounts.

“Familiarity” of the explanans is not only not necessary for a sound expla­
nation, as has just been noted; it is not sufficient either. This is shown by the
many cases in which a proposed explanans sounds suggestively familiar, but
uponcloser inspection proves to be a mere metaphor, or to lack testability, or to
include no general laws and therefore to lack explanatory power. A case in
point is the neovitalistic attempt to explain biological phenomena by reference
to an entelechy or vital force. The crucial point here is not—as is sometimes
said—thatentelechies cannot be seen or otherwise directly observed; for that

is true also of gravitational fields, and yet, reference to such fields is essential
in the explanation of various physical phenomena. The decisive difference
between the two cases is that the physical explanation provides (1) methods of
testing, albeit indirectly, assertions about gravitational fields, and (2) general
lawsconcerning the strength of gravitational fields, and the behavior of objects
moving in them. Explanations by entelechies satisfy the analogue of neither
of these two conditions. Failure to satisfy the first condition represents a viola­
tion of (R3); it renders all statements about entelechies inaccessible to empirical
testand thus devoid of empirical meaning. Failure to comply with the second
condition involves a violation of (R2). It deprives the concept of entelechy of
all explanatory import; for explanatory power never resides in a concept, but
alwaysin the generalolaws in which it functions. Therefore, notwithstanding
the feeling of familiarity it may evoke, the neovitalistic account cannot provide
theoretical understanding.

The preceding observations about familiarity and understanding can be
applied,in a similar manner, to the view held by some scholars that the explana­
tion,or the understanding, of human actions requires an empathic understanding
of the personalities of the agents“. This understanding of another person in
terms of one’s own psychological functioning may prove a useful heuristic
devicein the search for general psychological principles which might provide

14. For a more detailed discussion of this view on the basisof the general principles out­
lined above, cf. Zilscl (1941). sections 7 and 8, and Hempel (1942), section 6.
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a theoretical explanation; but the existence of empathy on the part of the
scientist is neither a necessary nor a sufficient condition for the explanation,or
the scientific understanding, of any human action. It is not necessary, for the
behavior of psychotics or of people belonging to a culture very differentfrom
that of the scientist may sometimes be explainable and predictable in termsof
general principles even though the scientist who establishes or applies those
principles may not be able to understand his subjects empathically. And em­
pathy is not sufficient to guarantee a sound explanation, for a strong feeling
of empathy may exist even in cases where we completely misjudge a given
personality. Moroever, as Zilsel has pointed out, empathy leads with easeto
incompatible results; thus, when the population of a town has long been
subjected to heavy bombing attacks, we can understand, in the empathic
sense, that its morale should have broken down completely, but we can under­
stand with the same case also that it should have developed a defiant spiritof
resistance. Arguments of this kind often appear quite convincing; but they
are of an ex post facto character and lack cognitive significance unless they are
supplemented by testable explanatory principles in the form of laws or theoriCS­

Familiarity of the explanans, therefore, no matter whether it is achieved
through the use of teleological terminology, through neovitalistic metaphors,
or through other means, isno indication of the cognitive import and the predic­
tive force of a proposed explanation. Besides, the extent to which an ideawill
be considered as familiar varies from person to person and from time to time,and
a psychological factor of this kind certainly cannot serve as a standard in
assessing the worth of a proposed explanation. The decisive requirement for
every sound explanation remains that it subsume the explanandum under
general laws.

PART II. ON THE IDEA OF EMERGENCE

5. LEVELS or EXPLANATION. ANALYSIS or EMERGENCE. As has been shown

above, a phenomenon may be explainable by sets of laws of different degrees
of generality. The changing positions of a planet, for example, may be explained
by subsumption under Kepler’s laws, or by derivation from the far more
comprehensive general law of gravitation in combination with the laws of
motion, or finally by deduction from the general theory of relativity, which
explains—-and slightly modifies—the preceding set of laws. Similarly, the
expansion of a gas with rising temperature at constant pressure may be ex­
plained by means of the Gas Law or by the more comprehensive kinetic theory
of heat. The latter explains the Gas Law, and thus indirectly the phenomenon
just mentioned, by means of (1) certain assumptions concerning the micro—
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behavior of gases (more specihcally, the distributions of locations and speeds of
the gas molecules) and (2) certain macro-micro principles, which connect such
macro-characteristicsof a gas as its temperature, pressure and volume with the
micro-characteristicsjust mentioned.

In the sense of these illustrations, a distinction is frequently made between

various levelsof explanation.15 Subsumption of a phenomenon under general
laws directly connecting observable characteristics represents the first level;
higher levels require the use of more or less abstract theoretical constructs
whichfunction in the context of some comprehensive theory. As the preceding
illustrationsshow, the concept of higher-level explanation covers procedures
of rather different character; one of the most important among them consists

in explaining a class of phenomena by means of a theory concerning their
micro—structure.The kinetic theory of heat, the atomic theory of matter, the
electromagneticas well as the quantum theory of light, and the gene theory of
heredity are examples of this method. It is often felt that only the discovery
of a micro-theory affords real scientific understanding of any type of pheno­
menon, becauseonly it gives us insight into the inner mechanism of the pheno­
menon, so to speak. Consequently, classesof events for which no micro-theory
was available have frequently been viewed as not actually understood; and
concern with the theoretical status of phenomena which are unexplained in
this sensemay be considered as one of the roots of the doctrine of emergence.

Generally speaking, the concept of emergencehas been used to characterize
certain phemonena as “novel,” and this not merely in the psychological sense
of being unexpected,“5 but in the theoretical sense of being unexplainable, or
unpredictable,on the basis of information concerning the spatial parts or other
constituents of the systems in which the phenomena occur, and which in this
context are often referred to as “wholes.” Thus, e.g., such characteristics of
water as its transparence and liquidity at room temperature and atmospheric
pressure,or its ability to quench thirst have been considered as emergent on the
ground that they could not possibly have been predicted from a knowledge
of the properties of its chemical constituents, hydrogen and oxygen. The
weight of the compound, on the contrary, has been said not to be emergent
because it is a mere “resultant” of its components and could have been pre­
dicted by simple addition even before the compound had been formed. The
conceptionsof explanation and prediction which underly this idea of emergence
call for various critical observations, and for corresponding changes in the
concept of emergence. '

15. For a lucid brief exposition of this idea, see Feigl (1945), pp. 284-88.
16. Concerning the concept of novelty in its logical and psychological meanings, 5x also

Stace (1939).
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(1) First, the question whether a given characteristic of a “whole,” W,is
emergent or not cannot be significantly raised until it has been stated whatisto
be understood by the parts or constituents of w. The volume of a brickwall,
for example, may be inferable by addition from the volumes of its partsifthe
latter are understood to be the component bricks, but it is not so inferablc
from the volumes of the molecular components of the wall. Before we can
significantly ask whether a characteristic W of an object w is emergent, WeShall
therefore have to state the intended meaning of the term "part of." Thiscanbe
done by defining a specific relation Pt and stipulating that those and onlythOSC
objects which stand in Pt to w count as parts of constituents of w. 'Pt’ mightbe
defined as meaning “constituent brick of " (with respect to buildings), or “mole­
cule contained in" (for any physical object), or “chemical element containedin”
(with respect to chemical compounds, or with respect to any material objCCtli
or “cell of" (with respect to organisms), etc. The term “whole” will be used
here without any of its various connotations, merely as referring to anyobj“t
w to which others stand in the specified relation Pt. In order to emphasizethe
dependence of the concept of part upon the definition of the relation Pt ineach
case, we shall sometimes speak of Pt—parts,to refer to parts as determined bythe
particular relation Pt under consideration.

(2) We turn to a second point of criticism. If a characteristic of a wholeis
counted as emergent simply if itsoccurrence cannot beinferred from aknowledgc
of all the properties of its parts, then, as Grelling has pointed out, no whole
can have any emergent characteristics. Thus, to illustrate by reference to our
earlier example, the properties of hydrogen include that of forming, if suitably
combined with oxygen, a compound which is liquid, transparent, etc. Hence
the liquidity, transparence, etc. of water can be inferred from certain properties
of its chemical constituents. If the concept of emergence is not to be vacuous,
therefore, it will be necessary to specify in every case a class C of attributesand
to call a characteristicW of an object w emergent relatively to G and Pt if the
occurrence of W in w cannot be inferred from a complete characterizationofall
the Pt-parts with respect to the attributes contained in G, i.e. from a statement
which indicates, for every attribute in C, to which of the parts of w it applies.
Evidently, the occurrence of a characteristic may be emergent with respect
to one class of attributes and not emergent with respect to another. The classes
of attributes which the emergentists have in mind, and which are usuallynot
explicitly indicated, will have to be construed as nontrivial, i.e. as not logically
entailing the property of each constituent of forming, together with the other
constituents, a whole with the characteristics under investigation. Some fairly
simple cases of emergence in the sense so far specified arise when the class
C is restricted to certain simple properties of the parts, to the exclusion of spatial
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or other relations among them. Thus, the electromotive force of a system of
severalelectric batteries cannot be inferred from the electromotive forces of its

constituents alone without a description, in terms of relational concepts, of the
way in which the batteries are connected with each other."

(3) Finally, the predictability of a given characteristic of an object on the
basis of specified information concerning its parts will obviously depend on
what general laws or theories are available.13Thus, the flow of an electric current
in a wire connecting a piece of copper and a piece of zinc which are partly
immersed in sulfuric acid is unexplainable, on the basis of information con­
ceming any nontrivial set of attributes of copper, zinc and sulphuric acid, and
the particular structure of the system under consideration, unless the theory
availablecontains certain general laws concerning the functioning of batteries,
or even more comprehensive principles of physical chemistry. If the theory
includes such laws, on the other hand, then the occurrence of the current is
predictable. Another illustration, which at the same time provides a good
example for the point made under (2) above, is afforded by the optical activity
of certain substances. The optical activity of sarco—lacticacid, for example, i.e.
the fact that in solution it rotates the plane of polarization of plane-polarized
light, cannot be predicted on the basis of the chemical characteristics of its
constituent elements; rather, certain facts about the relations of the atoms
constituting a molecule of sarco-lactic acid have to be known. The essential
point is that the molecule in question contains an asymmetric carbon atom,
i.e. one that holds four different atoms or groups, and if this piece of relational
information is provided, the optical activity of the solution can be predicted
provided that furthermore the theory available for the purpose embodies

17. This observation connects the present discussion with a basic issue in Gestalt theory.
Thus, e.g., the insistence that “a whole is more than the sum of its parts" may be construed
as referring to characteristics of wholes whose prediction requires knowledge of certain
structural relations among the parts. For a further examination of this point, see Grelling
and Oppenheim (1937-38) and (1939).

18. Logical analyses of emergence which make reference to the theories available have
been propounded by Grelling and recently by Henle (1942). In effect, Henle’s dehnition
characterizesa phenomenon as emergent if it cannot be predicted, by means of the theories
accepted at the time, on the basisof the data available before its occurrence. In this interpreta­
tion of emergence. no reference is made to characteristics of parts or constituents. Henle’scon­
cept of predictability differs from the one implicit in our discussion (and made explicit in Part
III of this article) in that it implies derivability from the “simplest” hypothesis which can be
formed on the basis of the data and theories available at the time. A number of suggestive
observations on the idea of emergence and on Henle’s analysis of it are presented in Berg­
mann's article (1944).The idea that the concept of emergence, at least in some of its applica­
tions, is meant to refer to unpredictability by means of “simple” laws was advanced also by
Grelling in the correspondence mentioned in note (1). Reliance on the notion of simplicity
of hypotheses, however, involves considerable difficulties; in fact, no satisfactory definition of
that concept is available at present.
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the law that the presence of one asymmetric carbon atom in a moleculeimplies
optical activity of the solution; if the theory does not include this micro-macro
law, then the phenomenon is emergent with respect to that theory.

An argument is sometimes advanced to the effect that phenomenasuchis
the flow of the current, or the optical activity, in our last examples, areabsolutely
emergent at least in the sense that they could not possibly have beenpredicted
before they had been observed for the first time; in other words, that thelaws
requisite for their prediction could not have been arrived at on the basisofin­
formation available before their first occurrence.19 This view is untenable,

however. On the strength of data available at a given time, scienceoften
establishes generalizations by means of which it can forecast the occurrence
of events the like of which have never before been encountered. Thus,gen­
eralizations based upon periodicities exhibited by the characteristicsofchemical
elements then known enabled Mendeleev in 1871 to predict the existenceofa
certain new element and to state correctly various properties of that elementas
well as of several of its compounds; the element in question, germanium,was
not discovered until 1886. A more recent illustration of the same pointispro­
vided by the development of the atomic bomb and the prediction, basedon
theoretical principles established prior to the event, of its explosionunder
specified conditions, and of its devastating release of energy.

As Grelling has stressed, the observation that the predictability of theoccur­
rence of any characteristic depends upon the theoretical knowledge available,
applies even to those cases in which, in the language of some emergentists,the
characteristic of the whole is a mere resultant of the corresponding characteris­
tics of the parts and can be obtained from the latter by addition. Thus,eventhe
weight of a water molecule cannot be derived from the weights of itsatomiccon­
stituents without the aid of a law which expresses the former as somespecific
mathematical function of the latter. That this function should be the sumisby
no means self-evident; it is an empirical generalization, and at that not a strictly
correct one, as relativistic physics has shown.

19. C. D. Broad, who in chapter 2 of his book (1925) gives a clear account and critical
discussion of the essentialsof emergentism, emphasizes the importance of“laws" of compo­
sition in predicting the characteristics of a whole on the basis of those of its parts (op.cit,
pp. 613.); but he subscribes to the View characterized above and illustrates it specifically
by the assertion that “if we want to know the chemical (and many of the physical) properties
of a chemical compound, such as silver-chloride, it is absolutely necessary to study samples
of that particular compound. . . . The essential point is that it would also be useless to study
chemical compounds in general and to compare their properties with those of their ele­
ments in the hope of discovering a general law of composition by which the properties
of any chemical compound could be foretold when the pr0perties of its separate elements
were known." (p. 64) That an achievement of precisely this sort has been possibleon the basis
of the periodic system of the elements is noted above.
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Failure to realize that the question of the predictability of a phenomenon
cannot be significantly raised unless the theories available for the prediction have
been specifiedhas encouraged the misconception that certain phenomena have a
mysterious quality of absolute unexplainability, and that their emergent status
has to be accepted with “natural piety,” as C. L. Morgan put it. The observa­
tions presented in the preceding discussion strip the idea of emergence of these
unfounded connotations: emergence of a characteristic is not an ontological
trait inherent in some phenomena; rather it is indicative of the scope of our
knowledge at a given time; thus it has no absolute, but a relative character; and
what is emergent with respect to the theories available today may lose its
emergent status tomorrow.

The preceding considerations suggest the following redefinitionof emergence:
The occurrence of a characteristic W in an object w is emergent relative to a
theory T, a part relation Pt, and a class C of attributes if that occurrence cannot
be deduced by means of T from a characterization of the Pt-parts of w with
respect to all the attributes in G.

This formulation explicates the meaning of emergence with respect to
eventsof a certain kind, namely the occurrence of some characteristic W in an
object w. Frequently, emergence is attributed to characteristicsrather than to
events; this use of the concept of emergence may be interpreted as follows:
A characteristic W is emergent relatively to T, Pt. and G if its occurrence in
any object is emergent in the sense just indicated.

As far as its cognitive content is concerned, the emergentist assertion that the
phenomena of life are emergent may now be construed, roughly, as an elliptic
formulation of the following statement: Certain specifiable biological pheno­
mena cannot be explained, by means of contemporary physico-chemical
theories, on the basis of data concerning the physical and chemical character­
istics of the atomic and molecular constituents of organisms. Similarly, the
thesisof an emergent status of mind might be taken to assert that present-day
physical, chemical, and biological theories do not suffice to explain all psycho­
logical phenomena on the basis of data concerning the physical, chemical, and
biological characteristics of the cells or of the molecules or atoms constituting
the organisms in question. But in this interpretation, the emergent character
of biological and psychological phenomena becomes trivial; for the description
of various biological phenomena requires terms which are not contained in the
vocabulary of present-day physics and chemistry; hence we cannot expect that
all specificallybiological phenomena are explainable, i.e. deductiver inferable,
by means of present-day physico-chemical theories on the basis of initial
conditions which themselves are described in exclusively physico—chemical
terms. In order to obtain a less trivial interpretation of the assertion that the
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phenomena of life are emergent, we have therefore to include in theexplanatory
theory of those presumptive laws presently accepted which connect thephysico­
chemical with the biological “level”, i.e., which contain, on the onehand,
certain physical and chemical terms, including those required for the description
of molecular structures, and on the other hand, certain concepts of biology.
An analogous observation applies to the case of psychology. If the assertionthat
life and mind have an emergent status is interpreted in this sense,thenits
import can be summarized approximately by the statement that no explanation,
in terms of micro-structure theories, is available at present for largeclassesof

phenomena studied in biology and psychology.20
Assertions of this type, then, appear to represent the rational core of thedoc­

trine of emergence. In its revised form, the idea of emergence no longercarries
with it the connotation of absolute unpredictability—a notion which isobjec­
tionable not only because it involves and perpetuates certain logical misunder­
standings, but also because, not unlike the ideas of neovitalism, it encouragesan
attitude of resignation which is stifling for scientific research. No doubtit is
this characteristic, together with its theoretical sterility, which accountsforthe

rejection, by the majority of contemporary scientists, of the classicalabsolutistic
doctrine of emergence.21

PART III. LOGICAL ANALYSIS OF LAW AND EXPLANATION

6. PROBLEMS or THE CONCEPT or GENERAL LAW. From our general survey

of the characteristics of scientific explanation, we now turn to a closerexamin­
ation of its logical structure. The explan_a_t_i_qr_1_9_f_.ajbfggIEFE—ngg “rigged,
consists in its subsumption under laws or under a theory. But what is a law,
what is21.—theory?»While the meaningof theseconceptsSCCWH,
an attempt to construct adequate explicit definitions for them encounters
considerable difficulties. In the present section, some basic problems of the

COIICITPt9:133". Will.,h¢-d§§§¥ib¢d and analyzed; in the next section, we intend

t6 lp;op/ose, on the basis of the suggestions thus obtained, deEnjtions of lawand
of explanation for a formalized model language of a simple logical strucmc.

20. The following passage from Tolman (1932) may serve to support this interpretation:
u _ , ‘behavior-acts,‘ though no doubt in complete one-to-one correspondence with the
ugdcrlying molecular factsof physicsand physiology, have, as ‘molar’ wholes, certainemergent

Properties of their own. . . . Further, these molar properties of behavior-acts cannot in
the present state of our knowledge, i.e., prior to the working-out of many empiricalcor­
relations between behavior and its physiological correlates, be known even inferentially
from a mere knowledge of the underlying, molecular, facts of physics and physiology" (op.
“I, pp. 7—8).In a similar manner, Hull uses the distinction between molar and molecular
theories and 'points out that theories of the latter type are not at present availablein psychology.
cf, (1943a), pp. 195.; (1943), p. 275.

21. This attitude of the scientist is voiced, for example, by Hull in (1943a), pp. 24-28.
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The_c_gncgptof law will be construed here so as to apply to true statements
only. The apparently plausible artery-mic; PIOFCBUICof' requiring Egllscgn­
firmation rather than truth of a law seems to'be inadequatg It would lead to a
reliivized concept of law, which Wouldbe expressedby the phrase“wee
S_ii a law rel’ati‘v_e~t_othe evidegcg§:’_1hi_shdoes not agcord .with‘the meaning
customarily assigned to the concept of law in science and in methodological
inquiry. Thus, for example, we would not say that Bode’s general formula for
the distance of the planets from the sun was a law relative to the astronomical
evidence available in the 17705,when Bode propounded it, and that it ceased to
be a law after the discovery of Neptune and the determination of its distance
from the sun; rather, we would say that the limited original evidence had given
a high probability to the assumption that the fortnII—laVv-as—alayv,wher_e9§__n_1ore
recent additional information rchc'éd"EiiaildedbiliEy"so much as to make it
it practically'eertain ‘tHac'Ba‘cIé’éTorahIa“Isaak*generanyjniefaa‘dji enceunota
law.22

.Apart from being true, a law will have to satisfy a number of additional
conditig)_ns.These can be studied independently of the factual requirement of
truth,fortheyrefer,asit were,to alllogically«possiblglaws1Wher
fagtgagy true or'Talse. Adopting a term proposed by Goodman”, we will say
t5“ 9*SChEnce iSleigh/self.it.__h=1$__£915hc_£harapteristics_9f_9_gé!}wE;With
themusibleexcéption of truth. Hence, every law is a lawlike sentence, but {16:
conversely. _ A

Our problem of analyzing the notion of law thus reduces to that of expli­
cating the concept of lawlike sentence. We shall construe the class oflawlike
sentgngggs‘i‘nclrudingaanalyficggeneral statements, such as ‘A rose is a rose’, as
well asthe lawlike sentencesof empirical sciencelwhich have empirical content.24
It will not be necessary to require that each lawlike sentence permissible in
explanatory contexts be of the second kind; rather, our definition ofexpg'n‘agtion
will be so constructed as to guarantee‘the factual character goitllgtgtaljlgfthc
laws:—thou'ghnot of every single__gn§_ofthem—which function in an explanation
of an empirical fact.

22. The reguircmcnt of truth_f:or_la_wshas the consequence thatargivqn Simpiticalstate­
mentgsg‘canvneverhbedegmf'telyknown to be a law; for the sentence affirming the truth of
S is tantamount to S and is therefore capable only of acquiring a more or lesshigh proba­
bility, or degree of confirmation, relative to the experimental evidence available at any
given time. On this point, cf. Carnap (1946). For an excellent nontechnical exposition
of the semantical concept of truth, which is here invoked, the reader is referred to Tarski
(1944).

23. (1947), p. 125.
24. This procedure was suggested by Goodman’s approach in (1947). Reichenbach, in

a detailed examination of the concept of law, similarly construes his concept of 1101110.
logical statement as including both analytic and synthetic sentences: cf. (1947). Chapter VIII.
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What are the characteristics of lawlike sentencese First of all, lawlike sen­

tences age statements of universal form, such as ‘All robins’ eggs are greenish­m__.___,
blue’, ‘All metals are-conductors of electricity', “At constant pressure, any gas
expands with increasing temperature’. As these examples illustrate, a lawlike
sentence usually is not only of universal, but also of conditional form; it makes
an assertion to the effect that universally, if a certain set of conditions, C, is
realized, then another specified set of conditions, E, is realized as well. The
standard form for the symbolic expression of a lawlike sentence is therefore
the universal conditional. However, since any conditional statement can be
transformed into a non-conditional one, conditional form will not be considered
as essential for a lawlike sentence, while universal character will be held in­
dispensable.

But the requirement of universal form is not suflicient to characterizelaw­
like sentences. Suppose, for example, that a given basket, 12,contains at a certain
time t a number of red apples and nothing else.25Then the statement
(SI) Every apple in basket I)at time t is red
is both true and of universal form. Yet the sentence does not qualify as a law;

we would refuse, for example, to explain by subsumption under it the fact
that a particular apple chosen at random from the basket is red. What dis­
tinguishes S1 from a lawlike sentence? Two points suggest themselves, which
will be considered in turn, namely, finite scope, and reference to a specified
object.

First, the sentence 81 makes in effect an assertion about a finite number of
objects only, and this seems irreconcilable with the claim to universality which
is commonly associated with the notion of law.”“5But are not Kepler’s laws con­
sidered as lawlike although they refer to a finite set of planets only? And might
we not even be willing to consider as lawlike a sentence such as the following?
(82) All the sixteen ice cubes in the freezing tray of this refrigerator

have a temperature of less than 10 degrees centigrade.
This point might well be granted; but there is an essential difference between
SI, on the one hand, and Kepler’s laws, as well as 82, on the other: The latter,

25. The difficulty illustrated by this example was stated concisely by Langford (1941).
who referred to it as the problem of distinguishing between universals of fact and causal
universals. For further discussion and illustration of this point, see also Chisholm (1946),
especially pp. 301C A systematic analysis of the problem was given by Goodman in (1947).
especially part III. While not concerned with the specific point under discussion, the detailed
examination of counted-actual conditionals and their relation to laws ofnature, in Chapter
VIII of Lewis (1946), contains important observations on several of the issues raised in the
present section.

26. The view that laws should be construed as not being limited to a finite domain has been
expressed, among others, by Popper (1935). section 13 and by Reichenbach (1947), p. 369.
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while hnite in_fs_c_ope,_arewkn_9uwn_to be consequences of more comprehensive

lawswhose scope is not limited, while for S1 this is not the case.
1&ng a procedure recently suggested by Reichenbach”, we will

therefore distinguish between fundamental and derivative laws. A statement
will be called a derivative law if it is of universal character and follows from
somjgngIen-tal laws. The concept of fundamental law requires further
clarification;so far, we may say that fundamental laws,and similarly fundamen­
tal lawlike sentences, should satisfy a certain condition of nonlimitation of
scope.

It would be excessive, however, to deny the status of fundamental lawlike
sentenceto all statements which, in effect, make an assertion about a finite class

of objects only, for that would rule out also a sentence such as ‘All robins’ eggs
are greenish-blue', since presumably the class of all robins’ eggs—past, present,
and future—is finite. But again, there is an essential difference between this
sentenceand, say, 8,. It requires empirical knowledge to establish the finiteness
of the class of robins’ eggs, whereas, when the sentence S1 is construed in a
manner which renders it intuitively unlawlike, the terms ‘basket 12’and 'apple'
are understood so as to imply finiteness of the class of apples in the basket at
time t. Thus, so to speak, the meaning of its constitutive terms alone—without
additional factual information—entails that SI has a finite scope. Fundamental

lathh‘cn, will have tQHbeconstrued so as to satisfy a condition of nonlimited
scope; our formulation of thatwcondition however, which refers to what is
cméa yWHGhédihg of certain expressions,is too vague and willhaveto
be revisedlater. Let us note in passing that the stipulation here envisaged would
bar from the class of fundamental lawlike sentences also such undesirable

candidatesas ‘Alluranic objects are spherical', where ‘uranic’ means the property
of being the planet Uranus; indeed, while this sentence has universal form, it
failsto satisfy the condition of nonlimited scope.

In our search for a general characterization of lawlike sentences, we now
turn to a second clue which is provided by the sentence 8;. In addition to
violating the condition of nonlimited scope, that sentence has the peculiarity
of making reference to a particular object, the basket I); and this, too, seems to
violate the universal character of a law.“8 The restriction which seems indicated

here, should again be applied to fundamental lawlike sentences only; for a

27. (1947). p. 361. Our terminology as well as the definitions to be proposed later for
the two types of law do not coincide with Reichenbach's, however.

28. In physics. the idea that a law should not refer to any particular object has found its
expression in the maxim that the general laws of physics should contain no reference to
speciEcspace-time points, and that spatio-temporal coordinates should occur in them only
in the form of differences or differentials.



[268] SCIENTIFIC EXPLANATION

true general statement about the free fall of physical bodies on the moon,while
referring to a particular object, would still constitute a law, albeit a derivative
one. .

It seems reasonable to stipulate, therefore, that a fundamental lawlikesen­
tence must be of universal form and must contain no essential—i.e.,unelimin­

able—occurrences of designations for particular objects. But this is not sufficient;
indeed, just at this point, a particularly serious difficulty presents itself.Con­
sider the sentence

(S3) Everything that is either an apple in basket I)at time t or a sampleof
ferric oxide is red.

If we use a special expression, say ‘x is ferple’, as synonymous with ‘x is either
an apple in b at t or a sample of ferric oxide’, then the content of S3canbeex­
pressed in the form.

(S4) Everything that is ferple is red.
The statement thus obtained is of universal form and contains no designation5
of particular objects, and it also satisfies the condition of nonlimited scope;Yet
clearly, S4 can qualify as a fundamental lawlike sentence no more than can
33.

As long as ‘ferple’ is a defined term of our language, the dimculty canreadily
be met by stipulating that after elimination of defined terms, a fundamental
lawlike sentence must not contain essential occurrences of designations for
particular objects. But this way out is of no avail when ‘ferple’, or another
term of its kind, is a primitive predicate of the language under consideration­
This reflection indicates that certain restrictions have to be imposed upon thOSe
predicates—i.e., terms for properties or relations—which may occur in funda­
mental lawlike sentences.29

More s ecifically, the idea;suggestswitselfnofpermitting_a___prgdicat€ in a
fundamental lawlike sentence only if it is purely universal,_or, as we shallsay.
purely—qualitative, in character; .inpther words, if a statemgnLOf-jQ “1116111198

does not require reference to any one particularlobject o_r_spatio-tempoml
. , -: _ _ , , V ‘ _ _ . r ’ ’ ’ ‘ ' ' ' u - ' m i 7 d7— , o ' ’

location. Thus, the terms ‘soft’, ‘green’, ‘warmer than’, ‘as long as’, ‘llqmd"
-“'——-- . . ­

‘electrIcally charged’, ‘female’, ‘father of ’, are purely qualItative predicates,

29. The point illustrated by the sentences S3 and 84 above was made by Goodman, who
has also emphasized the need to impose certain restrictions upon the predicates whose
occurrence is to be permissible in lawlike sentences. These predicates are essentially the
same as those which Goodman calls projectiblc. Goodman has suggested that the problems
of establishing precise criteria for projectibility, of interpreting counterfactual conditionals.
and of defining the concept of law are so intimately related as to be virtually aspectsof a single
problem. Cf. his articles (1946) and 1947). One suggestion for an analysis ofprojectibility has
been made by Carnap in (1947). Goodman’s note (1947a) contains critical observations on
Carnap’s proposals. . i
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while ‘taller than the Eiffel Tower’, ‘medieval', ‘lunar', ‘arctic’, ‘Ming’ are not.30
Exclusion from fundamental lawlike sentences of predicates which are not

purely qualitative would at the same time ensure satisfaction of the condition
of nonlirnited scope; for the meaning of a purely qualitative predicate does not
require a finite extension; and indeed, all the sentences considered above which
violatethe condition of nonlimited scope make explicit or implicit reference to
specific objects.

The stipulation just proposed suffers, however, from the vagueness of the
concept of purely qualitative predicate. The question whether indication of
the meaning of a given predicate in Englis does“or does~ngt_requirereference
to soméwc—olj—cx—Fdo-esnot always—permit of an unequivocal answer since
English'asa natural language does not provide explicit definitions or other clear
explicationsof meaning for its terms. It seems therefore reasonablertg (attempt
definitionof the eoncegt of law not with {CSQQQIgliuglish 01‘any other natural
language,but rather with respect to a formalized language—let us call it a model
language L—which is governed by a well-determined system of logical rules,
and in which every term either is characterized as primitive or is introduced
by an explicit definition in terms of the primitives.

This reference to a well-determined system is customary in logical research
and is indeed quite natural in the context of any attempt to develop precise
criteria for certain logical distinctions. But it does not by itself suffice to over­
come the specific difficulty under discussion. For while it is now readily pos­
sible to characterize as not purely qualitative all those among the defined
predicatesin L whose definiens contains an essential occurrence of some individ­
ualname, our problem remains open for the primitives of the language, whose
meaningsare not determined by definitions within the language, but rather by
semanticallaws of interpretation. For we want to permit the interpretation of
the primitives of L by means of such attributes as blue, hard, solid, warmer, but
not by the properties of being a descendant of Napoleon, or an arctic animal,
or a Greekstatue; anthLdigiculty is precisely that ofstatingrgiggrggscritgria

30. That laws, in addition to being of universal form, must contain only purely universal
predicates was argued by Popper (1935, sections 14, 15). Our alternative expression ‘purely
qualitative predicate' was chosen in analogy to Carnap’s term ‘purcly qualitative property’
cf. (1947).The above characterization of purely universal predicates seems preferable to a simp­
ler and perhaps more customary one, to the effect that a statement of the meaning of the pre­
dicate must require no reference to particular objects. That formulation might be too res­
trictive since it could be argued that stating the meaning of such purely qualitative terms
as ‘blue’ or ‘hot’ requires illustrative reference to some particular objecr which has the
quality in question. The essential point is that no one specific object has to be chosen; any one
in the logically unlimited set of blue or of hot objects will do. In explicating the meaning of
‘taller than the Eiffel Tower’, ‘bcing an apple in basket (7at time t’, ‘medieval’, etc., how­
ever. reference has to be made to one speciEc object or to some one in a limited set of objects.
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forthedistinction between the permissible and the nonpermissible interpretations.
Thus the problemio—ffinding an adequate definition for purely qualitativeat­
tributes now arisesagain; namely for the concepts of the meta-language inwhich
the semantical interpretation of the primitives is formulated. We may postpone
an encounter with the difficulty by presupposing formalization of the semantical
meta-language, the meta-meta-language, and so forth, but somewhere, we will
have to stop at a nonformalized meta-language; and for it, a characterizationof
purely qualitative predicates will be needed and will present much the same
problems as nonformalized English, with which we began. The characterization
of a purely qualitative predicate as one whose meaning can be made explicit
without reference to any one particular object points to the intended meaning
but does not explicate it precisely, and the problem of an adequate definitionof
purely qualitative predicates remains open.

Tbcrc ..ean-b.¢. Indendrqslht... _howcv_¢.5.t_h.a_£-.t.h9rgexists a large numb!er 0f
predicates. which would be rather generally recognized as purely qualitatch
in thé sense here pointed out, and as permissible in the formulation of funda­
mental lawlike sentences; some examples have been given above, and the
list could be readily enlarged. When we speak of purely qualitative predicates.
we shall henceforth have in mind predicates of this kind.

In the following section, a model language L of a rather simple logical
structure will be described, whose primitives will be assumed to be qualitative
in_the sense just indicated. For this language, the concepts of law and explan—
ation will then be defined in a manner which takes into account the general
observations set forth in the present section.

7. DEFINITION OF LAW AND EXPLANATION FOR A MODEL LANGUAGE. Concem—

ing the syntax of our model language L, we make the following assumptions:
L has the syntactical structure of the lower functional calculus without the iden­
tity sign. In addition to the signs of negation alternation (disjunction), conjunc­
tion, and implication (conditional), and the symbols of universal and existential
quantification with respect to individual variables, the vocabulary of L contains
individual constants (‘a', ‘b’, . . .), individual variables (‘x’, ‘y’, . . .), and pre­
dicates of any desired finite degree. The latter may include, in particular, pre­
dicates of degree 1 (‘P', ‘Q’, . . .), which express properties of individuals, and
predicates of degree 2 (‘R', ‘S’, . . . ), which express d adic relations among
individuals. L?

For simplicity, we assume that all predicates are primitive, i.e., undefined in
L, or else that before the criteria subsequently to be developed are applied to a
sentence, all defined predicates which it contains are eliminated in favor of
primitives.
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The syntactical rules for the formation of sentences and for logical inference
in L are those of the lower functional calculus. No sentence may contain free

variables, so that generality is always expressed by universal quantification.
For later reference, we now define, in purely syntactical terms, a number of

auxiliary concepts. In the following definitions, S is always understood to be a
sentence in L.

(7.1a) S is formally true (formally false) in L if S (the denial of S) can be proved
in L, i.e. by means of the formal rules of logical inference for L. If two sentences
are mutually derivable from each other in L, they will be called equivalent.
(7.1b) S is said to be a singular, or alternatively, a molecular sentence if S con­
tainsno variables. A singular sentence which contains no statement connectives
is also called atomic. Illustrations: The sentences ‘R(a, b) I) [P(a)' ~Q(a)]’,

‘~Q(a)', ‘R(a, b)’, ‘P(a)' are all singular, or molecular; the last two are atomic.
(7.1c) S is said to be a generalized sentence if it consists of one or more quanti­
fiersfollowed by an expression which contains no quantifiers. S is said to be of
universalform if it is a generalized sentence and all the quantifiers occurring in it
are universal. S is called purely generalized (purely universal) if S is a generalized
sentence (is of universal form) and contains no individual constants. S is said
to be essentially universal if it is of universal form and not equivalent to a
singular sentence. S is called essentially generalized if it is generalized and not
equivalent to a singular sentence.
Illustrations: '(x) [P(x) 3 Q(x)]’, ‘(x)R(a. x)’, ‘(x)[P(x) V P(")l”

'(x)[P(x)V~P(x)l 3 ‘(Exllpm' ~Q(x)]'. ‘(Ex)()')[R(a,x)'3(0:W],
are all generalized sentences; the first four are of universal form, the first and
fourth are purely universal; the first and second are essentially universal, the third
being equivalent to the singular sentence ‘P(a)’, and the fourth to ‘P(a) V~P(a)’.
All sentencesexcept the third and fourth are essentially generalized.

Concerning the semantical interpretation of L, we lay down the following
two stipulations:
(7.2a) The primitive predicates of L are all purely qualitative.
(7.2b) The universe of discourse of L, i.e., the domain of objects covered by
the quantifiers,consistsof all W5 or of all spatio—temporal
locations.

A linguistic framework of the kind here characterized is not sufficientfor the
formulation of scientific theories since it contains no functors and does not pro­

vide the means for dealing with real numbers. Besides, the question is open at
present whether a constitution system can be constructed in which all of the
concepts of empirical science are reduced, by chains of explicit definitions, to a
basisof primitives of a purely qualitative character. Nevertheless, we consider
it worthwhile to study the problems at hand for the simplified type of language
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just described because the analysis of law and explanation is far from trivial
even for our model language L, and because that analysis sheds light on the
logical character of the concepts under investigation also in their applicationto
more complex contexts.

In accordance with the considerations developed in section 6, we now
define:

(7.3a) S is a fundamental lawlike sentence in L if S is purely universal; S isa
fundamental law in L if S is purely universal and true.
(7.3b) S is a derivative law in L if (1) S is essentially, but not purely, universal
and (2) there exists a set of fundamental laws in L which has S as a consequence.
(7.3c) S is a law in L if it is a fundamental or a derivative law in L.

The fundamental laws as here defined obviously include, besides general
statements of empirical character, all those statements of purely universalform
which are true on purely logical grounds; i.e. those which are formally truein
L, such as ‘(x){P(x)v ~ P(x)]’, and those whose truth derives exclusivelyfrom
the interpretation given to its constituents, as is the case with

‘<x>[1><x>: <2<x>1’.

if ‘P' is interpreted as meaning the property of being a father, and ‘Q’that of
being male. The derivative laws, on the other hand, include neither of these
categories; indeed, no fundamental law is also a derivative one.31

As the primitives of L are purely qualitative, all the statements of universal
form in L also satisfy the requirement of nonlimited scope, and thus it isreadily
seen that the concept of law as defined above satisfies all the conditions sug­
gested in section 6.32

The explanation of a phenomenon may involve generalized sentences
which are not of universal form. We shall use the term 'theory’ to refer to such
sentences, and we define this term by the following chain of definitions:
(7.4a) S is a fundamental theory if S is purely generalized and true.
(7.4b) S is a derivative theory in L if (1) S is essentially, but not purely, general—
ized and (2) there exists a set of fundamental theories in L which has S as a
consequence.
(7.4c) S is a theory in L if it is a fundamental or a derivative theory in L.

By virtue of the above definitions, every law is also a theory, and every
theory is true.

31. As defined above, fundamental laws include universal conditional statements with
vacuous antecedents, such as “All mermaids are brunettes." This point does not appear to
lead to undesirable consequences in the definition of explanation to be proposed later. For
an illuminating analysis of universal conditionals with vacuous antecedents, see Chapter VIII
in Reichenbach (1947).

32. (Added in 1964.) However, Nagel has shown that our definition of the concept of
fundamental law is too restrictive; cf. the Postscript to the present essay.
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With the help of the concepts thus defined, we will now reformulate more
precisely our earlier characterization of scientific explanation with specific
referenceto our model language L. It will be convenient to state our criteria
for a sound explanation in the form of a definition for the expression "the
orderedcouple of sentences, (T, C), constitutes an explanans for the sentenceB."
Our analysiswill be restricted to the explanation of particular events, i.e., to
the casewhere the explanandum, E, is a singular sentence.”

In analogy to the concept of lawlike sentence, which need not satisfy a
requirementof truth, we will first introduce an auxiliary concept of potential
explanans,which is not subject to a requirement of truth; the notion of ex­
plananswill then be defined with the help of this auxiliary concept.—The
considerationspresented in Part I suggest the following initial stipulations:
(7.5) An ordered couple of sentences, (T, C), constitutes a potential explanans
for a singular sentence B only if

(1) T is essentially generalized and C is singular
(2) E is derivable in L from T and C jointly, but not from C alone.

(7.6 An ordered couple of sentengg,_(l', C l, constittLtgsan explanans for ar—f
5W8§LEE£¢£§§£QQ<1 only, if

(1)_i§_g_potent_ial explanans for 12'
(2)15 atheoryéhd C. is true.

(7.6) is an explicit definition of explanation in terms of the concept of
potentialexplanation.“ On the other hand, (7.5) is not suggested as a definition,
but as a statement of necessary conditions of potential explanation. These
conditionswill presently be shown not to be sufficient, and additional require­
ments will be discussed by which (7.5) has to be supplemented in order to
provide a definition of potential explanation.

33. This is not a matter of free choice: The precise rational reconstruction of explanation
as applied to general regularities presents peculiar problems for which we can offer no solu­
tion at present. The core of the difficulty can be indicated briefly by reference to an ex­
ample: Kepler's laws. K. may be conjoined with Boyle's law, B, to a stronger law K '8 ; but
derivation of K from the latter would not be considered as an explanation of the regularities
statedin Kepler's laws; rather, it would be viewed as representing, in effect, a pointless “explan­
ation" of Kepler'slaws by themselves.The derivation of Kepler's laws from Newton's laws of
motion and of gravitation, on the Other hand, would be recognized as a genuine ex­
planation in terms of more comprehensive regularities, or so—calledhigher-level laws.
The problem therefore arises of setting up clear-cut criteria for the distinction of levelsof
explanation or for a comparison of generalized sentences as to their comprehensiveness.
The establishment of adequate criteria for this purpose is as yet an open problem.

34. It is necessary to stipulate, in (7.6) (2), that T be a theory rather than merely that
T be true; for as was shown in section 6, the generalized sentences occurring in an explanans
have to constitute a theory, and not every essentially generalized sentence which is true
is actually a theory, i.e., a consequence of a set of purely generalized true sentences.
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Before we turn to this point, some remarks are called for concerningthe
formulation of (7.5). The analysis presented in Part I suggests that an explanans
for a singular sentence consists of a class of generalized sentences and a classof
singular ones. In (7.5), the elements of each of these classes separatelyart
assumed to be conjoined to one sentence. This provision will simplifyour
formulations, and in the case of generalized sentences, it serves an additional
purpose: A class of essentially generalized sentences may be equivalenttoa
singular sentence; thus, the class {‘P(a)v(x)Q(x)', ‘P(a)v ~ (x)Q(x)’}i5equm'
lent with the sentence ‘P(a)’. Since scientific explanation makes essentialuse
of generalized sentences, sets of laws of this kind have to be ruled out; thisis

achieved above by combining all the generalized sentences in the explanansinto
one conjunction, T, and stipulating that T has to be essentially generalizecL
Again, since scientific explanation makes essential use of generalized sentences
E must not be a consequence of C alone: The law of gravitation, combinedwith
the singular sentence ‘Mary is blonde and blue-eyed’ does not constitutean
explanans for ‘Mary is blonde’. The last stipulation in (7.5) introducesthe
requisite restriction and thus prohibits complete self-explanation of the 61'
planandum, i.e., the derivation of E from some singular sentence which1135
E as a consequence. The same restriction also dispenses with the need fora
special requirement to the effect that T has to have factual content if (T. C)is
to be a potential explanans for an empirical sentence E. For if E is factual.
then, since E is a consequence of T and C jointly, but not of C alone, T111115“)c
factual, too.

Our stipulations in (7.5) do not preclude, however, what might be termed
partial self-explanation of the explanandum. Consider the sentences T15
‘(xllpi’d 3 Q(x)l” C1 = ‘R(a. b)'P(d)’, £1 = ‘Q(a)°R(a, b)’. They satisfyallthe
requirements laid down in (7.5), but it seems counterintuitive to say that (T1,C1)
potentially explains 5,, because the occurrence of the component ‘R(a.b),of
C1 in the sentence El amounts to a partial explanation of the explanandumby
itself. Is it not possible to rule out, by an additional stipulation, all those C355
in which B shares part of its content with C, i.e. where C and B have a commOI1
consequence which is not formally true in L2 This stipulation would be tanta'
mount to the requirement that C and B have to be exhaustive alternativesin
the sense that their disjunction is formally true, for the content which any tWO
sentences have in common is expressed by their disjunction. The proposed
restriction, however, would be very severe. For if B does not share evenpart
of its content with C, then C is altogether unnecessary for the derivationof
E from T and C, i.e., E can be inferred from T alone. Therefore, in every
potential explanation in which the singular component of the explanansisnor
dispensable, the explanandum is partly explained by itself. Take, for example,
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the potential explanation of E2 = ‘Q(a)’ by T2 = ‘(x)[P D (205)], and
C2 = ‘P(a)’,which satisfies(7.5), and which surely is intuitively unobjectionable.
Itsthree components may be equivalently expressed by the following sentences:

1". = ‘(x>[~P(x)v<2<x>1’;c'. = ‘[P(a)vQ(a)J-[P(a)v~ QW:
2'. = ‘[P(a>v Q<«>1-[~P<a>vQ<a>1.'

This reformulation shows that part of the content of the explanandum is
contained in the content of the singular component of the explanans and is,
in this sense, explained by itself.

Our analysishas reached a point here where the customary intuitive idea of
explanationbecomes too vague to provide further guidance for rational recon­
struction. Indeed, the last illustration strongly suggests that there may be no

sharpboundary line which separates the intuitively permissible from the coun­
terintuitive types of partial self-explanation; for even the potential explanation
just considered, which is acceptable in its original formulation, might be
judged unacceptableon intuitive grounds when transformed into the equivalent
version given above.

The point illustrated by the last example is stated more explicitly in the
following theorem, which we formulate here without proof.
(7.7) Theorem.Let (T, C) be a potential explanans for the singular sentence E.
Then there exist three singular sentences, E1, 52, and C1 in L such that E is
equivalent to the conjunction E1 - E2, C is equivalent to the conjunction Cl -El,
and 132can be derived in L from T alone.35

In more intuitive terms, this means that if we represent the deductive

structure of the given potential explanation by the schema {T, C} —>E,then
this schema can be restated in the form {T, Cl - E} —>El - E2, where Ea follows 7
from T alone, so that Cl is entirely unnecessary as a premise; hence, the deduc—'
tive schema under consideration can be reduced to {T, [SJ—>131-Eg, which

can be decomposed into the two deductive schemata {T} —>132and {E} —>E1.
The former of these might be called a purely theoretical explanation of E2
by T, the latter a complete self-explanation of 5,. Theorem (7.7) shows, in other
words,thatevery explanation whose explanandumisasingular sentencecanbede­
composedinto a purely theoretical explanation and a complete self-explanation;
and any explanation of this kind in which the singular constituent of the

35. In the formulation of the above theorem and subsequently, statement connective
symbols are used not only as signs in L, but also autonymously in speaking about com­
pound expressions of L. Thus. when ‘S' and ‘T’ are names or name variables for sentences
in L, their conjunction and disjunction will be designated by ‘5' T’and 'Sv T’, respectively; the
conditionalwhich has S as antecedent and Tas consequent will be designated by ‘SD T', and
the negation of S by '~S’. (Incidentally, this convention has already been used, tacitly, at
one place in note 33).
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explanans is not completely unnecessary involves a partial self-explanationof
the explanandum.36

To prohibit partial self-explanation altogether would therefore meanlimit­
ing explanation to purely theoretical explanation. This measure seemstoo
severely restrictive. On the other hand, an attempt to delimit, by somespecial
rule, the permissible degree of self-explanation does not appear to be warranted
because, as we saw, customary usage provides no guidance for such a delimita­
tion, and because no systematic advantage seems to be gained by drawingsome
arbitrary dividing line. For these reasons, we refrain from introducing stipu­
lations to prohibit partial self-explanation.

The conditions laid down in (7.5) fail to preclude yet another unacceptable
type of explanatory argument, which is closely related to complete self-explam‘
tion, and which will have to be ruled out by an additional stipulation.The
point is, briefly, that if we were to accept (7.5) as a definition, rather than
merely as a statement of necessary conditions, for potential explanation, then,
as a consequence of (7.6), any given particular fact could be explained by means
of any true lawlike sentence whatsoever. More explicitly, ifE is a true sentence-'­
say, ‘Mt. Everest is snowcapped', and T is a law—say, ‘All metals are good
conductors of heat’, then there always exists a true singular sentence C SUCh
that E is derivable from T and C, but not from C alone; in other WOde’

such that (7.5) is satisfied. Indeed, let T: be some arbitrarily chosen partiCUI”
instance of T, such as ‘If the Eiffel Tower is metal, it is a good conductorof
heat’. Now since E is true, so is the conditional T53 E, and if the latteris
chosen as the sentence C, then T, C, E satisfy the conditions laid down in
(7.5).

In order to isolate the distinctive characteristic of this specious type of ex'
planation, let us examine an especially simple case of the objectionable kind­
Let T1 = ‘(x)P(x)’ and E1 = 'R(a, b)’; then the sentence C1 = ‘P(a) :3 RC”),
is formed in accordance with the preceding instructions, and T1, C1,E1$3de?
the conditions (7.5). Yet, as the preceding example illustrates, we would 110t

36. The characteristic here referred to as partial self-explanation has to be distinguished
from what is sometimes called the circularity of scientific explanation. The latter phrase
has been used to cover two entirely different ideas. (a) One of these is the contention that the
explanatory principles adduced in accounting for a specific phenomenon are inferred from
that phenomenon. so that the entire explanatory process is circular. This belief is false.
since general laws cannot be inferred from singular sentences. (b) It has also argued
that in a sound explanation the content of the explanandum is contained in that of the ex­
planans. That is correct since the explanandum is a logical consequence of the explanans;but
this peculiarity does not make scientific explanation trivially circnlar since the general laws
occurring in the explanans go far beyond the content of the specific explanandum. For a
fuller discussion of the circularity objection, see Feigl (1945), pp. 286 ff, where this issueisdalt
with very clearly.
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say that (T1, C1) constitutes a potential explanans for E1. The rationale for
theverdict may be stated as follows: If the theory TI on which the explanation
rests,is actually true, then the sentence C1, which can also be put into the form
‘~P(a)vR(a, b)’,can be verified, or shown to be true, only by verifying ‘R(a, b)’,
i.e., £51.In this broader sense, E1 is here explained by itself. And indeed, the
peculiarityjust pointed out clearly deprives the proposed potential explanation
for E1 of the predictive import which, as was noted in Part I, is essential for
scientificexplanation: E1 could not possibly be predicted on the basis of T1
andC1sincethe truth of C1cannot be ascertained in any manner which does not
includeverification of E]. (7.5) should therefore be supplemented by a stipu­
lation to the effect that if (T, C) is to be a potential explanans for B, then the
assumptionthat T is true must not imply that verification of C necessitates
verification of B.”

How can this idea be stated more precisely? Study of an illustration will
suggesta definition of verification for molecular sentences. The sentence M =
‘[~P(“)'Q(a)]VR(a.17),may be verified in two different ways, either by as­
certainingthe truth of the two sentences ‘~P(a)' and ‘Q(a)’, which jointly have
M asa consequence, or by establishing the truth of the sentence ‘R(a, b)’, which
again,has M as a consequence. Let us say that S is a basic sentence in L if S is
either an atomic sentence or the negation of an atomic sentence in L. Veri­
ficationof a molecular sentence S may then be defined generally as the establish­
mentof the truth of some classof basic sentences which has 8 as a consequence.

Hence, the intended additional stipulation may be restated: The assumption
that T is true must not imply that every class of true basic sentences which has
C as a consequence also has E as a consequence.

Asbrief reflection shows, this stipulation may be expressed in the following
form, which avoids reference to truth: T must-be compatible in L with at least
oneclassof basicsentences which has C but not B as a consequence; or, equiva­
lently: There must exist at least one class of basic sentences which has C, but
neither~ T nor E as a consequence in L.

If this requirement is met, then surely E cannot be a consequence of C, for
otherwisethere could be no class of basic sentences which has C but not B as a

Consequence;hence, supplementation of (7.5) by the new condition renders the
secondstipulation in (7.5) (2) superfluous. We now define potential explanation
asfollows:

(7.8)An ordered couple of sentences (T, C), constitutes a potential explanans

37. It is important to distinguish clearly between the following two cases: (a) If T is true
thenC cannot be true without E being true; and (b) If T is true, C cannot be verified without
E beingverihed. Condition (a) must be satisfied by any potential explanation; the much more
restrictivecondition (b) must not be satisEed if (EC) is to be a potential explanans for E.
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for a singular sentence E if and only if the following conditions are satisfied:
(1) T is essentially generalized and C is singular
(2) E is derivable in L from T and C jointly
(3) T is compatible with at least one class of basic sentences which hasCbut

not B as a consequence.
The definition of the concept of explanans by means of that of potentialex­
planans as formulated in (7.6) remains unchanged.

In terms of our concept of explanans, we can give the following interprc'
tation to the frequently used phrase “this fact is explainable by meansof thilt
theory”:

(7.9) A singular sentence E is explainable by a theory T if there existsa singulitr
sentence C such that (T, C) constitutes an explanans for E.

The concept of causal explanation, which has been examined here, iscapable

of various generalizations. One of these consists in permitting T to include
statistical laws. This requires, however, a previous strengthening of the means
of expression available in L, or the use of a complex theoretical apparatusinthe
metalanguage. On the other hand, and independently of the admissionof
statistical laws among the explanatory principles, we might replace the strictly
deductive requirement that E has to be a consequence of T and C jointly bythe
more liberal inductive one that E has to have a high degree of confirmationrela­
tively to the conjunction of T and C. Both of these extensions of the concept0f
explanation open important prospects and raise a variety of new problems.In
the present essay, however, these issues will not be further pursued.

PART IV. THE SYSTEMATIC POWER OF A THEORY

8. EXPLICATION or THE CONCEPT or SYSTEMATICPOWER. Scientific laws and

theories have the function of establishing systematic connections among thc
data of our experience, so as to make possible the derivation of some of thosc
data from others. According as, at the time of the derivation, the deriveddata
are, or are not yet, known to have occurred, the derivation is referred to as
explanation or as prediction. Now it seems sometimes possible to compare
different theories, at least in an intuitive manner, in regard to their explanatory
or predictive powers: Some theories seem powerful in the sense of permitting
the derivation of many data from a small amount of initial information; others
seem less powerful, demanding comparatively more initial data, or yielding
fewer results. Is it possible to give a precise interpretation to comparisons of this
kind by defining, in a completely general manner, a numerical measure for
the explanatory'or predictive power of a theory? In the present section,we
shall develop such a definition and examine some of its implications; in the
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followingsection, the definition will be expanded and a general theory of the
conceptunder consideration will be outlined.

Sinceexplanation and prediction have the same logical structure, namely
thatof a deductive systematization, we shall use the neutral term “systematic
power" to refer to the intended concept. As is suggested by the preceding
intuitivecharacterization, the systematic power of a theory T will be reflected
in the ratio of the amount of information derivable by means of T to the
amount of initial information required for that derivation. This ratio will
obviouslydepend on the particular set of data, or of information, to which
T is applied, and we shall therefore relativize our concept accordingly.
Ouraim, then, is to construct a definition for s(T, K), the systematic power of

a theory T with respect to a finite class K of data, or the degree to which T
deductiver systematizesthe information contained in K.

Our conceptswill be constructed again with specific reference to the language
L- Any singular sentence in L will be said to express a potential datum, and
Kwillaccordingly be construed as a finite class of singular sentences.38 T will be
construedin a much broader sense than in the preceding sections; it may be any
sentencein L, no matter whether essentially generalized or not. This liberal con—
ventionis adopted in the interest of the generality and simplicity of the defini­
tionsand theorems now to be developed.

To obtain values between 0 and 1 inclusive, we might now try‘ to identify

s(T, K) with the percentage of those sentences in K which are derivable from
the remainder by means of T. Thus, if K, = (13(0),. ‘Q(d)’, ‘NP (1’),»i~Q(b)”
0(5),. ‘~ 13(4),},and T1 = ‘(x)[P(x) D Q(x)]', then exactly the second and
thirdsentence in K1 are derivable by means of T1 from the remainder, in fact
from the first and fourth sentence. We might therefore consider setting
5(T1.K1)= 2/6 = 1/3. But then, for the class K2 = {‘P(a)-Q(a)’, ‘~P(b)-~Q(b)',
‘Q(€)’,‘~ P(d)'}, the same Tl would have the s-value 0, although K2
containsexactly the same information as K1; again for yet another formulation
ofthatinformation,namely, K, = {‘P(a)-~Q(b)', ‘Q(a)-~P(b)’, ‘Q(c)', ‘~ P(d)’},
T1would have the s-value 1/4, and so on. But what we seek is a measure
ofthe degree to which a given theory deductively systematizes a given body of

38. As this stipulation shows, the term "datum" is here understood as covering actual as
well as potential data. The convention that any singular sentence expresses a potential
datum is plausibleespecially if the primitive predicates of L refer to attributes whose pre­
senceor absence in specific instances can be ascertained by direct observation. In this case,
eachsingular sentence in L may be considered as expressing a potential datum in the sense
of describing a logically possible state of affairs whose existence might be ascertained by
directobservation.The assumption that the primitives of L expressdirectly observable attributes
is, however, not essential for the definition and the formal theory of systematic power set
forth in sections 8 and 9.
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factual information, i.e., a certain content, irrespective of the particular structure
and grouping of the sentences in which that content happens to be expressed.
We shall therefore make use of a method which represents the content of any
singular sentence or class of singular sentences as composed of certain uniquely
determined smallest bits of information. By applying our general idea to these
bits, we shall obtain a measure for the systematic power of T in K whichis
independent of the way in which the content of K is formulated. The sentences
expressing those smallest bits of information will be called minimal sentences.

and an exact formulation of the proposed procedure will be made possibleby
an explicit definition of this auxiliary concept. To this point we now turn.

If,aswill be assumed here, the vocabulary of L contains fixed finite numbersof
individual constants and of predicate constants, then only a certain finitenum­
ber, say 11,of different atomic sentences can be formulated in L. By a minimal
sentence in L, we will understand a disjunction of any number k (0§ kg ")
of different atomic sentences and the negations of the 11-]:remaining 01165­
Clearly, n atomic sentences determine 2" minimal sentences. Thus, if a language

L1contains exactly one individual constant, ‘a’,and exactly two primitive predi­
cates, ‘P’ and ‘Q’, both of degree 1, then Ll contains two atomic sentences,79(0),
and ‘Q(a)’, and four minimal sentences, namely, ‘P(a)vQ(a)', ‘P(a)v~Q(“)’i
i~ P(a)VQ(a)’, ‘~ P(a)v~Q(a)’. If another language, L2, contains in addition
to the vocabulary of L1 a second individual constant, 12', and a predicate ‘R’
of degree 2, then L2 contains eight atomic sentences and 256 minimal sentences.
such as ‘P(a)v P(b)v ~ Q(a)v Q(b)v R(a, a)v R(a, b)v ~R(b, a)v ~ Ra»,b)’­

The term ‘minimal sentence' is to indicate that the statements in question
are the singular sentences of smallest non-zero content in L, which meansthat
every singular sentence in L which follows from a minimal sentence is either
equivalent to that minimal sentence or logically true in L. Minimal sentences
do have consequences other than themselves which are not logically true inL.
but these are not of singular form; ‘(Ex) (P(x)vQ(x))’ is such a consequence
of ‘P(a)vQ(a)’ in L1 above.

Furthermore, no two minimal sentences have any consequence in common
which is not logically, or formally, true in L; in other words, the contentsof
any two minimal sentences are mutually exclusive.

By virtue of the principles of the sentential calculus, every singular sentence
which isnot formally true in L can be transformed into a conjunction of uniquely
determined minimal sentences; this conjunction will be called the minimal
normal form of the sentence. Thus, e.g., in the language L1 referred to above,
the sentences ‘P(a)' and ‘Q(a)’ have the minimal normal forms ‘[P(a)vQ(a)]­
‘[P(a)v~Q(a)]’, and ‘[P(a)vQ(a)]- [~P(a)vQ(a)]’, respectively; in L2,thesame
sentences have minimal normal forms consisting of 128 conjoined minimal
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sentenceseach. If a sentence is formally true in L, its content is zero. and it
cannotbe represented by a conjunction of minimal sentences. It will be con­
venient,however, to say that the minimal normal form of a formally true
sentencein L is the vacuous conjunction of minimal sentences, which does not
contain a single term.

Asa consequenceof the principle just mentioned, any class of singular sen­
tenceswhich are not all formally true can be represented by a sentence in mini­
malnormal form. The basic idea outlined above for the explication of the con­
ceptof systematic power can now be expressed by the following definition:

(8.1)Let T be any sentence in L, and K any finite class of singular sentences
inL whichare not all formally true. If K ' is the class of minimal sentences which
occurin the minimal normal form of K, consider all divisions of K ' into two

mutually exclusive subclasses, K; and K2,, such that every sentence in K; is
derivablefrom K; by means of T. Each division of this kind determines a
ration(Ké)/u(K’),i.e. the number of minimal sentences in K; divided by the
totalnumber of minimal sentences in K'. Among the values of these ratios,
there must be a largest one; s(T, K) is to equal that maximum ratio. (Note
thatif all the elements of K were formally true, n(K') would be 0 and the above
ratio would not be defined.)

Illustration:Let L1 contain only one individual constant, ‘a', and only two
predicates,‘P’ and ‘Q', both of degree 1. In L1, let T = ‘(x)[P(x) D Q(x)]',
K = {‘P(a)’, ‘Q(a)'}. Then we have K' = {‘P(a)vQ(a)', ‘P(a)v ~Q(a)',
‘~P(a)vQ(a)’}.From the subclassK; consisting of the first two elements of K '—
which together are equivalent to ‘P(a)’—we can derive, by means of T, the
sentence‘Q(a)',and from it, by pure logic, the third element of K'; it constitutes
the only element of K2,. No “better” systematization is possible, hence
s(T, K) = 1/3.

Our definition leavesopen, and is independent of, the question whether for a
givenK’ there might not exist different divisions each of which would yield the
maximumvalue for "(Kg/"(1C). Actually, this can never happen: there exists
alwaysexactly one optimal subdivision of a given K '. This fact is a corollary
of a general theorem, to which we now turn. It will be noticed that in the
lastillustration, K; can be derived from T alone, without the use of K; as a

premise; indeed. ‘~P(a)vQ(a)’ is but a substitution instance of the sentence
‘(x)[~P(x)vQ(.\')]’,which is equivalent to T. The theorem now to be formu­
lated,which might appear surprising at first, shows that this observation applies
analogously in all other cases.

(8.2) Theorem. Let T be any sentence, K' a class of minimal sentences, and
K; a subclassof K ' such that every sentence in K; is derivable by means of T
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from the classK; = K’ — K;
The proof, in outline, is as follows: Since the contents of any two different

minimal sentences are mutually exclusive, so must be the contents of K; and
Kg, which have not a single minimal sentence in common. But since the sen­
tences of K follow from K; and T jointly, they must therefore follow from T
alone.

We note the following consequences of our theorem:
(8.2a) Theorem. In any class K ' of minimal sentences, the largest subclass
which is derivable from the remainder by means of a sentence T is identicalwith
the classof those elements in K ' which are derivable from T alone.

(8.2b) Theorem. Let T be any sentence, K a class of singular sentences which
are not all formally true, K ' the equivalent class of minimal sentences, and K,
the classof those among the latter which are derivable from T alone. Then the
concept 5 defined in (8.1) satisfies the following equation:

5(T, K) = 11(K;)/II(K’)

9. SYSTEMATIC POWER AND LOGICAL PROBABILITY OF A THEORY. GENERALI—

ZATION OF THE CONCEPT OF SYSTEMATIC POWER. The concept of systematic

power is closely related to that of degree of coanrmation, or logical probability,
of a theory. A study of this relationship will shed new light on the proposed
definition of s, will suggest certain ways of generalizing it, and will finally
lead to a general theory of systematic power which is formally analogousto
that of logical probability.

The concept of logical probability, or degree of confirmation, is the central
concept of inductive logic. Recently, different explicit definitions for this
concept have been proposed, for languages of a structure similar to that of our
model language, by Carnap39 and by Helmer, Hempel, and Oppenheim.“

While the definition of 5 proposed in the preceding section rests on the con’
cept of minimal sentence, the basic concept in the construction of a measurefor
logical probability is that of state description or, as we shall also say, of maxi’
mal sentence. A maximal sentence is the dual‘‘1of a minimal sentence in L; it

is a conjunction of k(0 g I: § n) different atomic sentences and of the negation5

39. Cf'. especially (1945). (1945a). (1947).
40. See Helmet and Oppenhcim (1945); Hempel and Oppenheim (1945). Certain

general aspects of the relationship between the confirmation of a theory and its predictive
or systematic success are examined in Hcmpel (1945), Part 11.sections 7 and 8. The defin­
ition of 5 developed in the present essay establishes a quantitative counterpart of what. in
that paper, is characterized, in non-numerical terms, as the prediction criterion of con­
firmation.

41. For a definition and discussion of this concept, see, for example, Church (1942),
p. 172.
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of the remaining n-Ieatomic sentences. In a language with n atomic sentences,
thereexist2"state descriptions. Thus, e.g., the language L1repeatedly mentioned
in§8contains the following four maximal sentences: ‘P(a)-Q(a)’,‘P(a)-~Q(a)’,
‘~P(a)-Q<a>’.‘~ P(a)-~ (M.

The term “maximal sentence" is to indicate that the sentences in question

arethesingularsentencesof maximum nonuniversal content in L, which means
thateverysingular sentence in L which has a maximal sentence as a consequence
iseitherequivalent with that maximal sentence or formally false in L.

Aswe saw, every singular sentence can be represented in a conjunctive, or
minimal,normal form, i.e., as a conjunction of certain uniquely determined
minimalsentences; similarly, every singular sentence can be expressed also in a
disjunctive,or maximal, normal form, i.e. as a disjunction of certain uniquely
determinedmaximal sentences. In the language L1, for example, ‘P(a)’ has the

minimalnormal form ‘[P(a)vQ(a)]-[P(a)v~ Q(a)]’ and the maximal normal
form ‘lp(“)'Q(a)]V[P(a)'~Q(a)]’; the sentence 'P(a) D Q(a)’ has the minimal
normalform ‘~P(a)vQ (a)’and the maximal normal form ‘[P(a)-Q(a)]v[~P(a)°
Qlallvl" P(a)'~ Q(a)]’; the minimal normal form of a formally true sentence
isthevacuousconjunction, while its maximal normal form is the disjunction of
all four state descriptions in L1. The minimal normal form of any formally
falsesentence is the conjunction of all four minimal sentences in L1, while its
maximalnormal form is the vacuous disjunction, as we shall say.

The minimal normal form of a singular sentence is well suited as an indicator
of its content, for it represents the sentence as a—conjunction of standard com­
ponentswhose contents are minimal and mutually exclusive. The maximal
normalform of a sentence is suited as an indicator of its range, that is, intuitively

Speaking,of the variety of,its different possible realizations, or of the variety of
thosepossiblestates of the world which, if realized, would make the statement
true. Indeed, each maximal sentence may be said to describe, as completely as
themeansof L permit, one possible state of the world; and the state descriptions
constituting the maximal normal form of a given singular sentence simply
listthose among the possible states which would make the sentence true.

Just like the contents of any two different minimal sentences, the ranges
of any two maximal sentences are mutually exclusive: no possible state of the
worldcan make two different maximal sentences true because any two maximal
sentencesare obviously incompatible with each other.“2

Rangeand content of a sentence vary inversely. The more a sentence asserts,
the smaller the variety of its possible realizations, and conversely. This rela­

42. A more detailed discussion of the concept of range may be found in Camap (1945),
section2, and in Camp (1942), sections 18 and 19, where the relation of range and content
is examined at length.
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tionship is reflected in the fact that the larger the number of constituents in the
minimal normal form of a singular sentence, the smaller the number of consti­
tuents in its maximal normal form, and conversely. In fact, if the minimal
normal form of a singular sentence U contains mu of the m = 2" minimal sen­
tences in L, then its maximal normal form contains IU= m— mUof the mmaxi­
mal sentences in L. This is illustrated by our last four examples, where m = 4,
and mu = 2, 1, O,4 respectively.

The preceding observations suggest that the content of any singular sentence
U might be measured by the corresponding number mUor by some magnitude
proportional to it. Now it will prove convenient to restrict the valuesof the
content measure function to the interval from 0 to 1, inclusive; and therefore,

we define a measure, g1(U), for the content of any singular sentence in L by
the formula

(9-1) 81(U) = '"U/m

To any finite class K of singular sentences, we assign, as a measure g1(K)of
its content, the value 371(8),where S is the conjunction of the elements of K.

By virtue of this definition, the equation in theorem (8.2b) may be re­
written:

5(T’ K) = 81(K:’)/£1(K')

Here, K,’ is the class of all those minimal sentences in K' which are conse­

quences of T. In the special case where T is a singular sentence, K,’ is therefore
equivalent with TVS, where S is the conjunction of all the elements of K'­
Hence, the preceding equation may then be transformed into

(9-2) 5(T. 5) = 21(TVS)/31(S)

This formula holds when T and S are singular sentences, and S is not for­
mally true. It bears a striking resemblance to the general schema for the defini­
tion of the logical probability of T in regard to S:

(9.3) pm s) = r<T-s>/r(s>

Here, r(U) is, for any sentence U in L, a measure of the range of U, Tis any
sentence in L, and 5 any sentence in L with r(S) ¢ 0.

The several specific definitions which have been proposed for the conceptof
logical probability accord essentially with the pattern exhibited by (9.3),"3but
they differ in their choice of a specific measure function for ranges, i.e. in their

43. In Carnap's theory of logical probability, p(T,S) is defined, for certain cases, as the
limit which the function r(T- S)/r(S) assumes under specified conditions, cf. Carnap (1945),
p. 75; but we shall refrain here from considering this generalization of that type of definition
which is represented by (9.3).
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definitionof r. One idea which comes to mind is to assign, to any singular
sentenceU whose maximal normal form contains 1Umaximal sentences, the
rangemeasure

(9-4l r1(U) = IU/m

Whichobviously is defined in strict analogy to the content measure g, for
singularsentencesas introduced in (9.1). For every singular sentence U, the two
measuresadd up to unity:

(95) r1(U) +gl(U) = (1U+ mU)/m = 1

AsCamap has shown, however, the range measure rl confers upon the cor­
respondingconcept of logical probability, i.e., upon the concept p, defined by
meansof it according to the schema (9.3), certain characteristics which are in­
compatiblewith the intended meaning of logical probability ;“ and Carnap, as
Wellas Helmet jointly with the present authors, has suggested certain alterna­
tivemeasurefunctions for ranges, which lead to more satisfactory concepts of
PTObabilityor of degree of confirmation. While we need not enter into details
here,the following general remarks seem indicated to prepare the subsequent
discussion.

Thefunctionrl measuresthe range of a singular sentence essentially by count­
ingthenumber of maximal sentences in its maximal normal form; it thus gives

equalweight to all maximal sentences (definition (9.1) deals analogously with
minimalsentences).The alternative definitions just referred to are based on a
differentprocedure. Carnap, in particular, lays down a rule which assigns a
Specificweight, i.e. a specific value of r, to each maximal sentence, but these
weightsare not the same for all maximal sentences. He then defines the range

measureof any other singular sentence as the sum of the measures of its constit­
uentmaximal sentences. In terms of the function thus obtained—let us call it

'2~Carnap definesthe corresponding concept of logical probability, which we
Shallcall p2, for singular sentences T, S in accordance with the schema (9.3):
PalT.3) = r2(T-S)/i2(S). The definitions of r2 and p2 are then extended, by
meansof certain limiting processes, to the cases where T and S are no longer
l30thsingular.‘5

44. (1945), pp. 80-81.
45. The alternative approach suggested by Helmer and the present authors involves use

ofa range measure function r, which depends in a specified manner on the empirical inform­
ationI available;hence, the range measure of any sentence U is determined only if a sentence
I. expressing the available empirical information, is given. In terms of this range measure
function, the concept of degree of confirmation, dc, can be defined by means of a formula
similar to (9.3). The value of dr(T, S) is not defined, however, in certain cases where S is
generalized, as has been pointed out by McKinsey (1946); also, the concept dc does not
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Now it can readily be seen that just as the function rl defined in (9.5)isbut
one among an infinity of possible range measures, so the analogous function
g, defined in (9.1) is but one among an infinity of possible content measures;and
just as each range measure may serve to define, according to the schema(9.3),
a corresponding measure of logical probability, so each content measurefunction
may serve to define, by means of the schema illustrated by (9.2), a corresponding
measure of systematic power. The method which suggests itself here for ob­
taining alternative content measure functions is to choose some suitablerange

measure r other than r1 and then to (lg/inca corresponding content measureg
in terms of it by means of the formula

(9-6) g(U) = 1— r(U)

so that g and r satisfy the analogue to (9.5) by definition. The function g thus
defined will lead in turn, via a definition analogous to (9.2), to a corresponding
concept 5. Let us now consider this procedure a little more closely.

We assume that a function r is given which satisfiesthe customary rcquC'
ments for range measures, namely:

(9.7) 1. r(U) is uniquely determined for all sentences U in L.
2. 0 § r(U) § 1 for every sentence U in L.
3. r(U) = 1 if the sentence U is formally true in L and thus has universal

range.
4- ’(UIVU2) = '(U1)+ 7(U2) for any two sentences U1, U2 WhOSc

ranges are mutually exclusive, i.e., whose conjunction is
formally false.

In terms of the given range measure let the corresponding content measure
g be defined by means of (9.6). Then g can readily be shown to satisfythe follow­
ing conditions:

(9.8) 1. g(U) is uniquely determined for all sentences U in L.
2. 0 g g(U) g for 1 every sentence U inL.
3. g(U) = 1 if the sentence U is formally false in L and thus has univctsal

content.

4. g(U1' U2) = g(Ul) + g(U2) for any two sentences U1, U2 whOSC
contents are mutually exclusive, i.e., whose disjunction is
formally true.

satisfy all the theorems of elementary probability theory (cf. the discussion of this point
in the first two articles mentioned in note 40); therefore, the degree of confirmation of a
theory relative to given evidence is not a probability in the strict sense of the word.
On the other hand, the definition of dchere referred to has certain metholodogically desirable
features. and it might therefore be of interest to construct a related concept of systematicpower
by means of the range measure function r,. In the present paper, however, this question will
not be pursued.
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In analogyto (9.2),we next define, by means of g, acorresponding function 5:

(9-9) s(T, S) = s(TvS)/g(8)

This function is determined for every sentence T, and for every sentence 8
withg(S) 750, whereas the definition of systematic power given in §8 was re­
strictedto those cases where S is singular and not formally true. Finally, our
rangemeasurer determines a corresponding probability function by virtue of
the definition

(9-10) p(T, S) = r(T-S)/r(S)

This formula determines the function p for any sentence T, and for any
sentence S with r(S) 9e 0.

In thismanner, every range measure r which satisfies(9.7) determines unique­
ly a corresponding content measure g which satisfies (9.8), a corresponding
function5, defined by (9.9), and a corresponding function p, defined by (9.10).
Asa consequenceof (9.7) and (9.10), the function p can be shown to satisfy the
elementarylaws of probability theory, especially those listed in (9.12) below;
andby virtue of these, it is finally possible to establish a very simple relationship
whichobtains,for any given range measure r, between the corresponding con­
CePtsP(T. 3) and s(T, S). Indeed, we have

(9.11) s(T. S) s(TVs)/g(5)
[1 — r(TvS)]/[1 — r(3)]
r[N (TvS)]/r(~ S)

= r(~ T'~ S)/r(~ S)
=M~I~$

We now list, without proof, some theorems concerning p and s which follow
from our assumptions and definitions; they hold in all cases where the values
0fp and s referred to exist, i.e., where the r-value of the second argument of p,
and the g-value of the second arguments of s, is not 0.

(9.12) (1) a. 0 g p(T, S) g 1
b. 0 § s(T, S) E 1

(2) a. p(~T, S) = 1 —p(T, S)
b. s(~T, S) = 1—s(T, S)

(QmpUWB&=PUL$+mUn$—thb$
b. s(T,-T2, S) = s(Tl, S) + s(Tz, S) — s(Tlng, S)

(4) 3- p(T1-T2. S) = p(T1.S) -P(T2. Tl-S)
b. s(Tlsz, S) = s(Tl, S) . s(Tz, Tle)

In the above grouping, these theorems exemplify the relationship of dual
correspondencewhich obtains between p and s. A general characterization of
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this correspondence is given in the following theorem, which can be provedon
the basis of (9.11), and which is stated here in a slightly informal mannerin
order to avoid the tedium of lengthy formulations.
(9.13) Dualism theorem. From any demonstrable general formula expressingan
equality or an inequality concerning p, a demonstrable formula concerning5is
obtained if ‘p’ is replaced, throughout, by ‘5’, and ‘-' and ‘v’ are exchangedfor
each other. The same exchange, and replacement of ‘s’ by ‘p', converselytrans­
forms any theorem expressing an equality or an inequality concerning 5into
a theorem about p.

We began our analysis of the systematic power of a theory in regardtoa
classof data by interpreting this concept, in §8, as a measure of the optimum
ratio of those among the given data which are derivable from the remainder
by means of the theory. Systematic elaboration of this idea has led to thedefin­

ition, in the present section, of a more general concept of systematicpower:
which proved to be the dual counterpart of the concept of logical probability.
This extension of our original interpretation yields a simpler and more compre­
hensive theory than would have been attainable on the basis of our initial
definition.

But the theory of systematic power, in its narrower as well as in its general­
ized version, is, just like the theory of logical probability, purely formalin
character, and a significant application of either theory in epistemology or the
methodology of science requires the solution of certain fundamental problfims
which concern the logical structure of the language of science and the inter­
pretation of its concepts. One urgent desideratum here is the further elucidation
of the requirement of purely qualitative primitives in the language of science;
another crucial problem is that of choosing, among an infinity of formal
possibilities, an adequate range measure r. The complexity and difficulty0f
the issues which arise in these contexts has been brought to light by recent
investigations“; it can only be hoped that recent advances in formal theory
will soon be followed by progress in solving those open problems and thus
clarifying the conditions for a sound application of the theories of logical
probability and of systematic power.
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POSTSCRIPT (1964) TO

STUDIES IN THE

LOGICOF EXPLANATION

The preceding essay has been widely discussed in the philosophical liter­
ature.Most of the discussion has been concerned with the general conception,

setforth in Part I, of explanation by deductive subsumption under laws or
theoreticalprinciples. Indeed, some commentators seem to attribute to me the
theview that all adequate scientific explanations must be of this type, despite the
factthat in the final paragraphs of sections 3 and 7 of the essay, as well as in
section5.3 of the earlier article “The Function of General Laws in History,"

another type of explanation is acknowledged, which invokes probabilistic­
statisticallaws. The logic of such explanation is not, however, further explored
in either of those two articles; an attempt to fill this gap is made in section 3
0f the essay“Aspects of Scientific Explanation" in the present volume. That
essayalso incorporates my responses to some of the stimulating comments
andcriticismsthat have been directed at the two earlier studies.

In this Postscript, I will limit myself to surveying certain shortcomings
of the ideas developed in Part III of the preceding essay.

(1)As E. Nagcl has rightly pointed out,1 the definition (7.3b) of the concept
of derivative law is too restrictive; for, contrary to the intention indicated in
section6, it bars such laws as Galileo’s and Kepler’s from the status of derivative
laws.This is so because those generalizations cannot be derived from the funda­
mental Newtonian laws of mechanics and of gravitation alone—which, in
effect, would have to be done solely by substituting constant terms for
variablesoccurring in the latter. Actually, the derivation requires additional

e — -- - - ~ ' -r m-..» Now York. 1961.p. 58.
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premises which do not have the character of fundamental laws; in the caseof
Galileo’s law, for example, these include statements specifying the massandthe
radius of the earth. (In fact, even with the help of such additional premiscs,
Galileo's and Kepler's laws cannot strictly be derived from the Newtonian
principles; they are only approximations of statements that are so derivable.
However, this point, which is discussed further in section 2 of “Aspectsof
Scientific Explanation,” clearly does not diminish the force of Nagel's argu­
ment.)

Nagel notes further that if the definition (7.3b) were modified so as to
countenance the use of additional non-lawlike premises, then certain unfitcandi­
dates would be qualified as derivative laws. Indeed, this would be true, for
example, of the sentence ‘Every apple now in this basket is red', which is
deducible from the (putative) law ‘All Winesap apples are red’ in conjunction
with the premise ‘Every apple now in this basket is a Winesap.’ Nagel illus‘
trates his point by the sentence ‘All screws in Smith’s car are rusty’, whichis
deducible from the law ‘All iron exposed to oxygen rusts’, in conjunction with
suitable particular premises.

What bars generalizations like the two just mentioned from the status
of potential laws appears to be their limited scope: each seems to pertain to
only a finite number of objects. This observation suggests that the requirement
of nonlimitation of scope, which in section 6 was imposed on fundamental
lawlike sentences, should be extended to derivative lawlike sentences as well­

And indeed, Nagel requires that lawlike sentences in general should be “un­
restricted universals," i.e., that their “scope of predication" must not fall into
“a fixed spatial region or a particular period of time.”2 But on this formulation
of the intended requirement, it may happen that a given sentence is disqualified
whereas another, logically equivalent one is not. For example, the two res­
tricted universals just considered are logically equivalent to the following
generalizations, whose scopes of predication clearly do satisfy Nagel’s condition:
‘Anything that is not red is not an apple in this basket’ and ‘Any object that
is nonrusty is not a screw in Smith’s car'.

This difiiculty is avoided if the scope requirement is given the following
form: Except for purely logical truths (which are equivalent to ‘Pa v ~ Pa'),
lawlike statements must not have a finite scope in the sense of being logically
equivalent to some finite conjunction of singular sentences about particular
cases (as in ‘apple a is red and apple 1)is red and apple c is red’); or, more pre­
cisely and briefly: they must be essentially universal. Evidently, if a sentence
satisfies this condition then so does any logical equivalent of it.

2. Op. cit, p. 59.
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This condition, which the definitions (7.3a) and (7.3b) do in fact impose
uponfundamental and derivative lawlike sentences, is discussed more fully in
section2.1of “Aspects of Scientific Explanation." But while clearly a necessary
conditionfor lawlike sentences, it is too weak fully to avoid the difficulty
pointedout by Nagel. In fact, it does not rule out the two undesirable general­
izationsjust considered: neither of these can be equivalently transformed into
a finiteconjunction of singular sentences about particular apples or screws, for
thesentencesdo not even indicate how many apples there are in the basket or
howmany screwsin Smith’s car; and even less do they provide a list of names
for the individualobjects referred to, as would be required for the transform­
ation.Henceit remains an important desideratum to find a satisfactory version
of the scopecondition which requires more of a lawlike sentence than that
it must be essentially universal.

(2)I now turn to a shortcoming of the definition (7.8) of a potential ex­
planans.That definition, as I realized a number of years ago, is much too in­
clusive;for, in a sense presently to be illustrated, it countenances the explan­
ationof any particular fact by itself and makes it possible to generate a poten­
tially explanatory theory for any given particular fact from any essentially
generalizedsentence. Consider, for example, the argument

(x)Px T

(23) Qa or briefly C

Qa ——6

It has the form of a complete self-explanation and is therefore ruled out by
condition(3) in definition (7.8). But its explanans can be equivalently restated
in a form which is acceptable under (7.8), and which yields the following
argument:

(x)(Px - Qa) '1'"

(2b) Qa v ~ Qa or briefly C ’

Qa C

This argument clearly satisfies conditions (1) and (2) in (7.8). But it also satisfies
condition(3); for T’ is compatible with the class containing the basic sentence
‘pb’asits only element; and that class has C’ but not C as a logical consequence.

This flaw can be eliminated by limiting T in definition (7.8) to purely

gcncralizcdsentences. However, this is a highly undesirable restriction, for the
definitionwas also intended to cover explanation by means of derivative laws
9Jul theories.
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(3) But even if one were willing to pay this price, the modified versionof
(7.8) would still have quite unacceptable consequences. This has been brought
to light in an incisive critical study by Eberle, Kaplan, and Montague,3which
shows that virtually any fundamental theory yields an explanation in thesense
of (7.8) for virtually any particular fact. The authors establish this by proving
five theorems, each of which exhibits such explainability relations for some
large class of cases in which the theory would normally be regarded asirrelevant
to the fact to be explained.

The‘ first of those theorems, for example, is this: Let T be a fundamental
law and E a true singular sentence, neither of which is logically provableinthe
language L, and, furthermore, let the two sentences have no predicatesin
common—so that, intuitively speaking, T deals with a subject matter totally
different from that of E. Then, granting only the availability of an adequate
supply of further individual constants and predicates in L, there is a fundamental
law T' which is logically derivable from T and by which E is explainablcin
the sense of definition (7.9). For example, let T be ‘(x)Fx’ and E be ‘Ha'; then
consider the sentence

T’ : (x) (y)[Fx v (Cy D Hy)]

It is of purely universal form and is derivable from T and thus is true sinceby
hypothesis T is a law and therefore true. Hence, T’ is a fundamental law. Next,
consider the sentence

C : (va~Ga)D Ha

This sentence is singular and is a consequence of E and thus is true, sinceby
hypothesis, E is true. And as can now readily be verified, (T’, C) formsa
potential explanans (and indeed a true one) for E in the sense of (7.8).

I am happy to be able to say in conclusion that it is possible to modify th6
the definitions (7.8) and (7.9) so as to forestall these disabling consequences­
One method has been pointed out by one of the authors of the criticalstudy
just discussed, D. Kaplan.‘ An alternative modification has been devisedby
J. Kim.5

The crucial part of Kim's revision is a requirement to be added to those
specified in (7.8), to the following effect: Let C be put into a complete con­
junctive normal form in those atomic sentences which occur essentiallyin C;
then none of the conjuncts of that normal form must be logically derivablefrom

3. R. Eberle, 1). Kaplan, and R. Montague, “Hempel and Oppenheim on Explanation".
Philosophy of Scieme 28 (1961), pp. 418-28.

4. D. Kaplan, “Explanation Revisited," Philosophy of Science28 (1961), pp. 429-36.
5. J. Kim, “Discussion: On the Logical Conditions of Deductive Explanation," Philo­

sophy of Science 30 (1963), pp. 286-91.
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E. In our illustration of the first of the five critical theorems, this requirement
isviolated;for ‘Ha’ logically implies, in fact, every one of the conjuncts of the
completeconjunctive normal form of ‘(Fb v ~ Ga) 2) Ha’, namely,
‘Fbv Cav Ha’,‘~ Pbv Ca VHa’, and “~Fb v~Ga v Ha’. Kim shows generally
thathisadditionalrequirement blocks the proofs offered by Eberle, Kaplan, and
Montaguefor the five theorems that "trivialize" the definitions (7.8) and (7.9).
However,it would be desirable to ascertain more clearly to what extent the
additionalrequirement isjustifiable, not on the ad hocground that it blocks those
proofs,but in terms of the rationale of scientific explanation.

Kaplanapproaches the problem by formulating three very plausible re­
quirementsof adequacy for any analysis of the deductive type of explanation
hereto be explicated. He then shows that the analysis proposed in Part III does
notsatisfythose requirements jointly, and that the difficulties exhibited in the
fivetrivializingtheorems are linked to this shortcoming. Finally, he revisesthe
definitionsoffered in Part III so that they meet the requirements of adequacy
and avoid the difficulties we have been discussing. For the details of this
illuminatingcontribution, the reader will have to consult Kaplan's article.





II. THE LOGIC OF

FUNCTIONAL ANALYSIS

1. INTRODUCTION

MPIRICALSCIENCE, in all its major branches, seeks not only to describe
the phenomena in the world of our experience, but also to explain or

understandthem. While this is widely recognized, it is often held, however,
that there exist fundamental differences between the explanatory methods
appropriateto the different fields of empirical science. In the physical sciences,
accordingto this View, all explanation is achieved ultimately by reference to
causalor correlational antecedents; whereas in psychology and the social
and historical disciplines—and, according to some, even in biology—the
establishmentof causalor correlational connections, while desirable and impor­
tant,isnot sufficient.Proper understanding of the phenomena studied in these
fieldsis held to require other types of explanation.

Oneof the explanatory methods that have been developed for this purpose is
thatof functionalanalysis,which has found extensive use in biology, psychology
sociology,and anthropology. This procedure raises problems of considerable
interestfor the comparative methodology of empirical science. The present
essayisan attempt to clarify some of these problems; its object is to examine the
logicalstructure of functional analysis and its explanatory and predictive sig­
nificanceby means of a confrontation with the principal characteristics of the
explanatoryprocedures used in the physical sciences. We begin therefore with
a brief examination of the latter.

This article is reprinted with some changes by permission from Llewellyn Gross. Editor.

Symposiumon SociologicalTheory. New York: Harper & Row, 1959.
[297]
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2. NOMOLOGICAL EXPLANATION: DEDUCTIVE AND INDUCTIVE

In a beaker filled to the brim with water at room temperature, there Hoatsa
chunk of ice which partly extends above the surface. As the ice gradually
melts, one might expect the water in the beaker to overflow. Actually the
water level remains unchanged. How is this to be explained? The key to an
answer is provided by Archimedes’ principle, according to which a solid body
floating in a liquid displaces a volume of liquid which has the same weight as
the body itself. Hence the chunk of ice has the same weight as the volume of
water its submerged portion displaces. Since melting does not affect the weights
involved, the water into which the ice turns has the same weight as the ice
itself, and hence, the same weight as the water initially displaced by the sub­
merged portion of the ice. Having the same weight, it also has the same volume
as the displaced water; hence the melting ice yields a volume of water that
sufficesexactly to fill the space initially occupied by the submerged part of
the ice. Therefore, the water level remains unchanged.

This account (which deliberately disregards certain effects of small mag­
nitude) is an example of an argument intended to explain a given event. Like
any explanatory argument, it falls into two parts, which will be called the ex­
planans and the explanandnm.1The latter is the statement, or set of statements,
describing the phenomenon to be explained; the former is the statement, or set
of statements, adduced to provide an explanation. In our illustration, the ex­
planandum states that at the end of the process, the beaker contains only water,
with its surface at the same level as at the beginning. To explain this, the explan­
ans adduces, first of all, certain laws of physics; among them, Archimedes’
principle; laws to the effect that at temperatures above 0°C. and atmospheric
pressure, a body of ice turns into a body of water having the same weight;
and the law that, at any fixed temperature and pressure, amounts of water
that are equal in weight are also equal in volume.

1. These terms are given preference over the more familiar words ‘explicans’ and “expli­
candum,’ in order to reserve the latter for use in the context of philosophical explication
in the technical sense proposed by R. Carnap; see, for example, his LogicalFoundationsofProb­
ability (Chicago: University of Chicago Press, 1950), secs. 1-3. The terms ‘explanans’ and
‘explanandum’ were introduced, for this reason, in an earlier article: Carl C. Hempel and
P. Oppenheim, “Studies in the Logic of Explanation," Philosophy of Science, 15 (1948),
pp. 135-75 (reprinted in the present volume). While that article does not deal explicitly
with inductive explanation, its first four sections contain various further considerations
on deductive explanation that are relevant to the present study. For a careful critical
examination of some points of detail discussed in the earlier article, such as especially the
relation between explanation and prediction, see the essay by I. SchefHer, “Explanation,
Prediction. and Abstraction," The British journal for the Philosophy of Science, 7 (1957).
pp. 293-309. which also contains some interesting comments bearing on functional analysis.
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In addition to these laws, the explanans contains a second group of state­
ments; these describe certain particular circumstances which, in the experiment,
precede the outcome to be explained; such as the facts that at the beginning,
there is a chunk of ice floating in a beaker filled with water; that the water is
at room temperature; and that the beaker is surrounded by air at the same
temperature and remains undisturbed until the end of the experiment.

The explanatory import of the whole argument lies in showing that the
outcome described in the explanandum was to be expected in view of the
antecedent circumstances and the general laws listed in the explanans. More
precisely, the explanation may be construed as an argument in which the ex­
planandum is deduced from the explanans. Our example then illustrates what
we willcall explanation by deductive subsumption under general laws, or briefly,
Jedi(ctive-nomologicalexplanation. The general form of such an explanation is
given by the following schema:

L,,L,, . . . ,Lm
(2.1) Explanans

C,,C,,...,C,,
E Explanandum

Here, L1, L2, . . . , L"’ are general laws and C1, C2, . . . , C" are statements of
particular fact; the horizontal line separating the conclusion E from the premises
indicates that the former follows logically from the latter.

In our example, the phenomenon to be explained is a particular event that
takes place at a certain place and time. But the method of deductive subsump­
tion under general laws lends itself also to the explanation of what might be
called“general facts" or uniformitics, such as those expressed by laws of nature.
For example, the question why Galileo’s law holds for physical bodies falling
freely near the earth's surface can be answered by showing that the law refers
to a specialcase of accelerated motion under gravitational attraction, and that
it can be deduced from the general laws for such motion (namely, Newton's
laws of motion and of gravitation) by applying these to the special case where
two bodiesare involved, one of them the earth and the other the falling object,
and where the distance between their centers of gravity equals the length of the
earth’s radius. Thus, an explanation of the regularities expressed by Galileo's
law can be achieved by deducing the latter from the Newtonian laws and from
statementsspecifying the mass and the radius of the earth; the latter two yield
the value of the constant acceleration of free fall near the earth.

It might be helpful to mention one further illustration of the role of de­
ductive-nomological explanation in accounting for particular facts as well as
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for general uniformities or laws. The occurrence of a rainbow on a given
occasion can be deductively explained by reference to (1) certain particular
determining conditions, such as the presence of raindrops in the air, sunlight
falling on these drops, the observer facing away from the sun, etc., and (2)
certain general laws, especially those of optical reflection, refraction, and
dispersion. The fact that these laws hold can be explained in turn by deduction
from the more comprehensive principles of, say, the electromagnetic theory
of light.

Thus, the method of deductive-nomological explanation accounts for
a particular event by subsuming it under general laws in the manner represented
by the schema (2.1); and it can similarly serve to explain the fact that a given
law holds by showing that the latter is subsumable, in the same fashion, under
more comprehensive laws or theoretical principles. In fact, one of the main
objectives of a theory (such as, say, the electromagnetic theory of lightl is
precisely to provide a set of principles—often expressed in terms of uhypo­
thetical," not directly observable, entities (such as electric and magnetic field
vectors) —which will deductively account for a group ofantecedently established
“empirical generalizations" (such as the laws of rectilinear propagation, re­
flection, and refraction of light). Frequently, a theoretical explanation will
show that the empirical generalizations hold only approximately. For example.
the application of Newtonian theory to free fall near the earth yields a law
that is like Galileo's except that the acceleration of the fall is seen not to be
strictly constant, but to vary slightly with geographical location, altitude above
sea level, and certain other factors.

The general laws or theoretical principles that serve to account for em­
pirical generalizations may in turn be deductively subsumable under even
more comprehensive principles; for example, Newton's theory of gravitation
can be subsumed, as an approximation, under that of the general theory of
relativity. Obviously, this explanatory hierarchy has to end at some point.
Thus, at any time in the development of empirical science, there will be certain
facts which, at that time, are not explainable; these include the most compre­
hensive general laws and theoretical principles then known and, of course,
many empirical generalizations and particular facts for which no explanatory
principles are available at the time. But this does not imply that certain facts
are intrinsically unexplainable and thus must remain unexplained forever:
any particular fact as yet unexplainable, and any general principle, however
comprehensive, may subsequently be found to be explainable by subsumption
under even more inclusive principles.

Causal explanation is a special type of deductive nomological explanation;
for a certain event or set of events can be said to have caused a specified "effect"
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only if there are general laws connecting the former with the latter in such a
way that, given a description of the antecedent events, the occurrence of the
effectcan be deduced with the help of the laws. For example, the explanation
of the lengthening of a given iron bar as having been caused by an increase in
its temperature amounts to an argument of the form (2.1) whose explanans
includes (a) statements specifying the initial length of the bar and indicating
that the bar is made of iron and that its temperature was raised, (1))a law per­
taining to the increasein the length of any iron bar with rising temperature.’

Not every deductive-nomological explanation is a causal explanation,
however. For example, the regularities expressed by Newton's laws of motion
and of gravitation cannot properly be said to cause the free fall of bodies near
the earth’s surface to satisfy Galileo's laws.

Now we must consider another type of explanation, which again accounts
for a given phenomenon by reference to general laws, but in a manner which
doesnot fit the deductive pattern (2.1). When little Henry catches the mumps,
this might be explained by pointing out that he contracted the diesase from a
friend with whom he played for several hours just a day before the latter was
confined with a severe case of mumps. The particular antecedent factor:
here invoked are Henry’s exposure and, let us assume, the fact that Henry had
not had the mumps before. But to connect these with the event to be explained,
we cannot adduce a general law to the effect that under the conditions just
mentioned, the exposed person invariably contracts the mumps: what can
be asserted is only that the disease will be transmitted with high statistical
probability. Again, when a neurotic trait in an adult is psychoanalytically
explainedby referenceto critical childhood experiences, the argument explicitly
or implicitly claims that the case at hand is but an exemplification of certain
general laws governing the development of neuroses. But surely, whatever
specificlaws of this kind might be adduced at present can purport, at the very
best, to express probabilistic trends rather than deterministic uniformities:
they may be construed as laws of statisticalform, or briefly as statistical laws, to the
effect that, given the childhood experiences in question—plus, presumably,
certain particular environmental conditions in later life—there is such and such
a statistical probability that a specified kind of neurosis will develop. Such

2. An explanation by means of laws which are causal in the technical sense of theoretical
physics also has the form (2.1) of a deductive-nomological explanation. In this case. the
laws invoked must meet certain conditions as to mathematical form, and C“ C,, . . . , C.
expressso-callcd boundary conditions. For a fuller account of the concepts of causal law and
of causath as understood in theoretical physics, see, for example, H. Margenau, The Nature
of PhysicalReality (New York: McGraw-Hill Book Company, Inc, 1950). Chapter 19-,
or Ph. Frank, Philosophy of Science (Englcwood Cliffs, N. J.: Prentice-Hall, lnc.. 1957).
Chapters 11, 12.
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statistical laws differ in form from strictly universal laws of the kind mentioned
in our earlier examples of explanatory arguments. In the simplest case,a law
of strictly universalform, or briefly, a universal law, is a statement to the effectthat
in all cases satisfying certain antecedent conditions A (e.g., heating of a gas
under constant pressure), an event of a specified kind B (e.g., an increasein the
volume of the gas) will occur; whereas a law of statistical form assertsthat the
probability for conditions A to be accompanied by an event of kind Bhassome
specific value p.

Explanatory arguments which, in the manner just illustrated, account
for a phenomenon by reference to statistical laws are not of the strictly de­
ductive type (2.1). For example, the explanans consisting of information about
Henry’s exposure to the mumps and of a statistical law about the transmission
of this disease does not logically imply the conclusion that Henry catchesthe
mumps; it does not make that conclusion necessary, but, as we might say,more
or less probable, depending upon the probability specified by the statistical
laws. An argument of this kind, then, accounts for a phenomenon by showing
that its occurrence is highly probable in view of certain particular facts and
statistical laws specified in the explanans. An account of this type will be called
an explanation by inductive subsnmption under statistical laws, or briefly, an in­
ductive explanation.

Closer analysis shows that inductive explanation differs from its deductive
counterpart in several important respects;3 but for the purposes of the following
discussion, our sketchy account of explanation by statistical laws will suffice.

The two types of explanation we have distinguished will both be said
to be varieties of nomologicalexplanation; for either of them accounts for a
given phenomenon by “subsuming it under laws," i.e., by showing that its
occurrence could have been inferred—either deductiver or with a high
probability—by applying certain laws of universal or of statistical form to
specified antecedent circumstances. Thus, a nomological explanation shows
that we might in fact have predictedthe phenomenon at hand, either deductiver
or with a high probability, if, at an earlier time, we had taken cognizance of the
facts stated in the explanans.

But the predictive power of a nomological explanation goes much farther
than this: precisely because its explanans contains general laws, it permits

3. For details, see section 3 of the essay “Aspects of Scientific Explanation” in this volume.
Some stimulating comments on explanation by means of statistical laws will be found
in S. E. Gluck, “Do Statistical Laws Have Explanatory Efficacy?" Philosophy of Science,22
(1955), 34—38.For a much fuller analysis of the logic of statistical inference, see R. B. Braith­
waitc, Scientific Explanation (Cambridge: Cambridge University Press, 1953), chapters V,
VI, VII. For a study of the logic of inductive inference in general, Carnap's LogicalFounda­
tions of Probability, op. cit., is of great importance.
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predictions concerning occurrences other than that referred to in the explan­
andum. In fact, such predictions provide a means of testing the empirical
soundness of thc'explanans. For example, the laws invoked in a deductive
explanation of the form (2.1) imply that the kind of event described in IEwill
recur whenever and wherever circumstances of the kind described by C ,
C2, . . . , C,' are realized; e.g., when the experiment with ice floating in water
is repeated, the outcome will be the same. In addition, the laws will yield
predictions as to what is going to happen under certain specifiable conditions
which differ from those mentioned in C1, C2, . . . , C". For example, the laws
invoked in our illustration also yield the prediction that if a chunk of ice were
floatingina beakerfilled to the brim with concentrated brine, which hasagreater
specificgravity than water, some of the liquid would overflow as the ice was
melting. Again, the Newtonian laws of motion and of gravitation, which may
be used to explain various aspects of planetary motion, have predictive con­
sequencesfor a variety of totally different phenomena, such as free fall near
the earth, the motion of a pendulum, the tides, and many others.

This kind of account of further phenomena which is made possible by a
nomological explanation is not limited to future events; it may refer to the
pastaswell. For example, given certain information about the present locations
and velocities of the celestial bodies involved, the principles of NeWtonian
mechanicsand of optics yield not only predictions about future solar and lunar
eclipses,but also "postdictions," or "retrodictions," about past ones. Analo­
gously, the statistical laws of radioactive decay, which can function in various
kinds of predictions, also lend themselves to retrodictive use; for example, in
the dating, by means of the radiocarbon method, of a bow or an ax handle
found in an archaeological site.

A proposed explanation is scientifically acceptable only if its explanans is
capableof empirical test, i.e., roughly speaking, if it is possible to infer from it
certain statements whose truth can be checked by means of suitable obser­
vational or experimental procedures. The predictive and postdictive impli­
cations of the laws invoked in a nomological explanation clearly afford an
opportunity for empirical tests; the more extensive and varied the set of impli­
cations that havc been borne out by empirical investigation, the better estab­
lished will be the explanatory principles in question.

3. THE BASIC PATTERN OF FUNCTIONAL ANALYSIS

Historically speaking, functional analysis is a modification of teleological
explanation,i.e., of explanation not by reference to causes which "bring about"
the event in question, but by reference to ends which determine its course.
Intuitively, it seems quite plausible that a teleological approach might be



[ 3 04] scnam'me EXPLANATION

required for an adequate understanding of purposive and other goal-directed
behavior; and teleological explanation has always had its advocatesin this
context. The trouble with the idea is that in its more traditional forms,it fails

to meet the minimum scientific requirement of empirical testability.The
neovitalistic idea of entelechy or of vital force is a case in point. It is meantto
Provide an explanation for various characteristically biological phenomena,
such as regeneration and regulation, which according to neovitalismcannotbe
explained by physical and chemical laws alone. Entelechies are conceived
as goal-directed nonphysical agents which affect the course of physiological
events in such a way as to restore an organism to a more or lessnormal state
after a disturbance has occurred. However, this conception is stated in essen­

tially metaphorical terms: no testable set of statements is provided to specify
the circumstances in which an entelechy will supervene as an agent directing
the course of events otherwise governed by physical and chemical laws,and

(ii) to indicate precisely what observable effects the action of an entelechywill
have in such a case. And since neovitalism thus fails to state general lawsasto
when and how entelechies act, it cannot explain any biological phenomena;it
can give us no grounds to expect a given phenomenon, no reasons to say:
“ Now we see that the phenomenon had to occur." It yields neither predictions

no: retrodictions: the attribution of a biological phenomenon to the superven­
tion of an entelechy has no testable implications at all. This theoretical defect
can be thrown into relief by contrasting the idea of entelechy with that ofa
Inagnetic field generated by an electric current, which may be invoked to
explain the deflection of a magnetic needle. A magnetic field is not directly
observable any more than an entelechy; but the concept lSgoverned by strictly

cciflable laws concerning the strength and direction, at any point, of the

111agnetic field produced by a current flowing through a given wire, and by
the: laws determining the effect of such a field upon a magnetic needlein the
agnetic field on the earth. And it is these laws which, by their prdlCthC and

ctrodictive import, confer explanatory power upon the concept of magnenc
161d, Teleological accounts referring to entelechies are thus seen to be pseudo­

cxplanations. Functional analysis, as will be seen, though often formulatedin
clcological terms, need not appeal to such problematic entities and has a

definitely empirical core. .
The kind of phenomenon that a functional analysis‘ is Invoked to explain

4. For the account of functional analysis presented in this section, I have obtained much

stimulation and information from the illuminating essay “Manifest and Latent Functions"
in R. K. Merton's book, Social Theory and Son'al Structure (New York: The Free Press;
rcvised and enlarged edition, 1957), 19-84. Each of the passages from this work which is re­
ferred to in the present essay may also be found in the first edition (1949),on a page with ap­

Proximately the same number.
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is typically some recurrent activity or some behavior pattern inan individual
or a group, such as a physiological mechanism, a neurotic trait, a culture pattern
or a socialinstitution. And the principal objective of the analysis is to exhibit the
contribution which the behavior pattern makes to the preservation or the
developmentof the individual or the group in which it occurs. Thus, functional
analysisseeksto understand a behavior pattern or a sociocultural institution by
determining the role it plays in keeping the given system in proper working
order or maintaining it as a going concern.

By way of a simple and schematized illustration, consider first the statement:
(3.1) The heartbeat in vertebrates has the function of circulating blood

through the organism.
Before examining the possibilities of its explanatory use, we should ask

ourselves:What does the statement mean! What is being asserted by this attri­

bution of function: It might be held that all the information conveyed by a
sentencesuch as (3.1) can be expressed just as well by substituting the word
“effect”for the word “function.” But this construal would oblige us to assent
also to the statement:

(3.2) The heartbeat has the function of producing heart sounds; for the
heartbeat has that effect.

Yet a proponent of functional analysis would refuse to assert (3.2), on the
ground that heart sounds are an effect of the heartbeat which is of no impor­

tanceto the functioning of the organism; whereas the circulation of the blood
effectsthe transportation of nutriment to, and the removal of waste from,
variousparts of the organism—a process that is indispensable if the organism is to
remaininproper working order, and indeed if it is to stay alive. Thus understood,
the import of the functional statement (3.1) might be summarized as follows:

(3.3)The heartbeat has the effect of circulating the blood, and this ensures
the satisfactionof certain conditions (supply of nutriment and removal of
waste)which are necessary for the proper working of the organism.

We should notice next that the heart will perform the function here attrib—
uted to it only if certain conditions are met by the organism and by its en­
vironment. For example, circulation will fail if there is a rupture of the aorta;
the blood can carry oxygen only if the environment affords an adequate supply
of oxygen and the lungs are in proper condition; it will remove certain kinds
of waste only if the kidneys are reasonably healthy; and so forth. Most of the
conditions that would have to be specified here are usually left unmentioned,
partly no doubt because they are assumed to be satisfied as a matter of course
in situationsin which the organism normally finds itself. But in part, the omis­
sion reflects lack of relevant knowledge, for an explicit specification of the
relevantconditions would require a theory in which (a) the possible states of
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organisms and of their environments could be characterized by the valuesof
certain physicochemical or perhaps biological “variables of state," andinwhich
(b) the fundamental theoretical principles would permit the determinationof
that range of internal and external conditions within which the pulsationsof
the heart would perform the function referred to above.5 At present,a general
theory of this kind, or even one that could deal in this fashion with somepar­
ticular class of organisms, is unavailable, of course.

Also, a full restatement of (3.1) in the manner of (3.3) calls for criteriaof
what constitutes “proper working," Hnormal functioning," and the like,of
the organism at hand; for the function of a given trait is here construedinterms
of its causal relevance to the satisfaction of certain necessary conditionsof

proper working or survival of the organism. Here again, the requisitecriteria
are often left unspecified—an aspect of functional analysis whose serious

implications will be considered later (in section 5).
The considerations here outlined suggest the following schematiccharacter­

ization of a functional analysis:

(3.4) Basic pattern (f a jimctional analysis: The object of the analysis is some
“item” 1',which is a relatively persistent trait or disposition (e.g., the beatingof

the heart) occurring in a system 5 (e.g., the body of a living vertebrate);and
the analysis aims to show that s is in a state, or internal condition, c,and inan
environment representing certain external conditions c,such that underconditions

cl.and c: (jointly to be referred to as c) the trait i has effects which satisfysome
“need” or “functional requirement" of s, i.e., a condition I: which is necessary

for the system’s remaining in adequate, or effective, or proper, working order.
Let us briefly consider some examples of this type of analysis in psychology

and in sociological and anthropological studies. In psychology, it is especially

psychoanalysis which shows a strong functional orientation. One clear instance
is Freud’s functional characterization of the role of symptom formation.In

The Problem ofAnxiety, Freud expresses himself as favoring a conception accord­

ing to which “all symptom formation would be brought about solelyin order
to avoid anxiety; the symptoms bind the psychic energy which otherwise
would be discharged as anxiety.”3 In support of this view, Freud pointsout
that if an agoraphobic who has usually been accompanied when going out is
left alone in the street, he will suffer an attack of anxiety, as will the com­

pulsion neurotic, who, having touched something, is prevented from washing
5. For a fuller statement and further development of this point. see the essay “A For­

malization of Functionalism" in E. Nagcl, Logic Wit/um! Metaphysirs (New York; The
Free Press, 1957), 247-83. Part I of that study offers a detailed analysis of Mertons' essay
mentioned in Note 4.

6. S. Freud, The Problem «3/Anxiety (Transl. by H. A. Bunker. New York: Psycho­
analytic Quarterly Press. and W. W. Norton 8: Company, Inc., 1936), p. 111.
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his hands. “It is clear, therefore, that the stipulation of being accompanied and
the compulsion to wash has as their purpose, and also their result, the averting
of an outbreak of anxiety."7 In this account, which is put in strongly teleological
terms, the system 5 is the individual under consideration; 1'his agoraphobic or
compulsive behavior pattern; n the binding of anxiety, which is necessaryto
avert a serious psychological crisis that would make it impossible for the indi­
vidual to function adequately.

In anthropology and sociology the object of functional analysis is, in
Merton’s words, “a standardized (i.e., patterned and repetitive) item, such as
social roles, institutional patterns, social processes, cultural pattern, culturally
patterned emotions, social norms, group organization, social structure, devices
for socialcontrol, etc."8 Here, as in psychology and biology, the function, i.e.,
the stabilizing or adjusting effect, of the item under study may be one not
consciouslysought (and indeed, it might not even be consciously recognized)
by the agents; in this case, Merton speaks of latentfunctions—in contradistinction
to mani/Z'stfunctions, i.e., those stabilizing objective effects which are intended
by participants in the system.” Thus, e.g., the rain-making ceremonials of the
Hopi fail to achieve their manifest meteorological objective, but they "may
fulfill the latent function of reinforcing the group identity by providing a
periodic occasion on which the scattered members of a group assemble to

engage in a common activity."1°
Radcliffe-Brown’sfunctional analysis of the totemic rites of certain Austra­

lian tribes illustrates the same point:

To discoverthe social function of the totemic rites we have to consider the whole

body of cosmological ideas of which each rite is a partial expression. I believe that
it is possible to show that the social structure of an Australian tribe is connected
in a very special way with these cosmological ideas and that the maintenance of its
continuity depends on keeping them alive, by their regular expression in myth
and rite.

Thus, any satisfactory study of the totemic rites of Australia must be based
not simplyon the consideration of their ostensible purpose . . . , but on the discovery
of their meaning and of their social function.11

7. Ibid., p. 112.

8. Merton, op. cit., p. 50 (Author's italics).
9. Ibid., p. 51. Merton defines manifest functions as those which are both intended

and recognized, and latent functions as those which are neither intended nor recognized.
But this characterization allows for functions which are neither manifest nor latent; e.g.,
those which are recognized though not intended. It would seem to be more in keeping
with Merton's intentions, therefore, to base the distinction simply on whether or not the
stabilizing effect of the given item was deliberately sought.

io. (bid, pp. 64-65.
11. A. R. Radcliffe-Brown, Structure and Function in Primitive Society (London: Cohen

and West Ltd.. 1952), 145.
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Malinowski attributes important latent functions to religion and to magic:
he argues that religious faith establishes and enhances mental attitudes suchas
reverence for tradition, harmony with environment, and confidenceand
courage in critical situations and at the prospect of death—attitudes which,
embodied and maintained by cult and ceremonial, have "an immense biological
value." He points out that magic, by providing man with certain ready-made
rituals, techniques, and beliefs, enables him “to maintain his poise and his
mental integrity in fits of anger, in the throes of hate, of unrequited love,of
despair and anxiety. The function of magic is to ritualize man’s optimism,to
enhance his faith in the victory of hope over fear."13

There will soon be occasion to add to the preceding examples from psycho—
analysis and anthropology some instances of functional analysis in sociology.
To illustrate the general character of the procedure, however, the casesmen­
tioned so far will suffice: they all exhibit the basic pattern outlined in (3.4).
From our examination of the form of functional analysis we now turn to an

appraisal of its significance as a mode of explanation.

4. THE EXPLANATORY IMPORT OF FUNCTIONAL ANALYSIS

Functional analysis is widely considered as achieving an explanationof the
“items” whose functions it studies. Malinowski, for example, says of the func­
tional analysis of culture that it “aims at the explanation of anthropological
facts at all levels of development by their function . . ."13 and he adds, in the
same context: “To explain any item of culture, material or moral, meansto
indicate its functional place within an institution, . . ."14 At another place,
Malinowski speaks of the “functional explanation of art, recreation, and public
ceremonials."15

Radcliffe-Brown, too, considers functional analysis as an explanatory

12. B. Malinowski, Magic, Science and Religion, and Other Essays (Garden City, N.Y.:
Doubleday AllChOl’BOOKS.1954). p. 90. For an illuminating comparison of Malinowski's
views on the functions of magic and religion with those advanced by Radcliffe-Brown,
see G. C. Homans, The Human Group (New York: Harcourt. Brace & World, Inc., 1950).
321 ff. (Note also Homan's general comments on "the functional theory," ibid., pp. 268-72.)
This issue and other aspects of functional analysis in anthropology are critically examined
in the following article, which confronts some specific applications of the method with

programmatic declarations by its proponents: Leon]. Goldstein, “The Logic of Explanationin
Malinowskian Anthropology." Philosophy of Science, 24 (1957), 156-66,

13. B. Malinowski. “Anthropology,” Emyclopaedia Britannica, First Supplementary
volume (London and New York: The Encyclopacdia Britannica, Inc., 1926), 132.

14. Ibid., p. 139.
15. B. MaliHOWSki.A Sriemi/‘icTheory of Culture, and Other Essays (Chapel Hill: University

of North Carolina Press, 1944), 174.
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method, though not as the only one suited for the social sciences: "Similarly
one ‘explanation' of a social system will be its history, where we know it—
the detailed account of how it came to be what it is and where it is. Another

‘explanation' of the same system is obtained by showing (as the functionalists
attempt to do) that is it a special exemplification of laws of social physiology
or socialfunctioning. The two kinds of explanation do not conflict, but sup­
plement one another."m

Apart from illustrating the attribution of explanatory import to functional
analysis, this passage is of interest because it stresses that a functional analysis
has to rely on general laws. This is shown also in our schematic characterization
(3.4): the statements that i, in the specified setting c, has effects that satisfy n,
and that n is a necessary condition for the proper functioning of the system,
both involve general laws. For a statement of causal connection this is well
known; and the assertion that a condition n constitutes a functional prerequisite
for a state of some specified kind (such as proper functioning) is tantamount
to the statement of a law to the effect that whenever condition it fails to be

satisfied,the state in question fails to occur. Thus, explanation by functional
analysis requires reference to laws."

What explanatory import may properly be claimed for functional analysma
Suppose,then, that we are interested in explaining the occurrence of a trait i' in

16. Radcliffe-Brown, op. cit, p. 186. For an analysis of the idea of historic-genetic ex­
planation, referred to in this passage, see section 7 of the essay “Aspects of Scientific Ex­
planation”, in this volume.

17. Malinowski, at one place in his writings, endorses a pronouncement which might
appear to be at variance with this conclusion: “Description cannot be separated from ex­
planation, since in the words of a great physicist, 'explanation in nothing but condensed
description’." (Malinowski, "Anthropology," op. cit. p. 132.) He seems to be referring here
to the views of Ernst Mach or of Pierre Duhem, who took a similar position on this point.
Mach conceived the basic objective of science as the brief and economic description of
recurrent phenomena and considered laws as a highly efficient way of compressing, as it were,
the descriptionof an infinitude of potential particular occurrences into a simple and compact
formula. But. thus understood, the statement approvingly quoted by Malinowski is, of
course. entirely compatible with our point about the relevance of laws for functional ex­
planation.

Besides,a law can be called a description only in a Pickwickian sense. For even so simple
a generalizationas “All vertebrates have hearts” does not describe any particular individual,
suchas Rin-Tin-Tin, as being a vertebrate and having a heart; rather, it assertsof Rin-Tin-Tin
and of any other object.whether vertebrate or not—that if it is a vertebrate then it has a heart.
Thus, the generalization has the import of an indefinite set of conditional statements about
particularobjects. In addition, a law might be said to imply statements about “potential events"
which never actually take place. The gas law. for example, implies that if a given body of gas
were to be heated under constant pressure at time i, its volume would increase. But if in fact
the gas is not heated at I this statement can hardly be said to be a description of any particular
event.
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a system 5(at a certain time t), and that the following functional analysisisoffered:
(a) At t, 5 functions adequately in a setting of kind c (characterizedby

specific internal and external conditions)
(b) 5 functions adequately in a setting of kind r only if a certain necessary

(4.1) condition, n, is satisfied

(c) If trait i were present in s then, as an effect, condition n would be
satisfied

(d) (Hence), at t, trait i is present in s
For the moment, let us leave aside the question as to what preciselyis

meant by statements of the types (a) and (b), and especially by the phrase"5
functions adequately"; these matters will be examined in section 5. Right now,
we will concern ourselves only with the logicof the argument; i.e., we willask
whether (d) formally follows from (a), (b), (c),just as in a deductive-nomological
explanation the explanandum follows from the explanans. The answer is
obviously in the negative, for, to put it pedantically, the argument (4.1)involves
the fallacy of affirming the consequent in regard to premise More explicitly.
the statement (d) could be validly inferred if (c) asserted that only the presence
of trait i could effect satisfaction of condition n. As it is, we can infer merely

that condition It must be satisfied in some way or other at time t; for otherwise
by reason of (b), the system 5 could not be functioning adequately in its setting.
in contradiction to what (a) asserts. But it might well be that the occurrence
of any one of a number of alternative items would sufficeno lessthan the occur­
rence of i to satisfy requirement n, in which case the account provided by thC
premises of (4.1) simply fails to explain why the trait i rather than one of its
alternatives is present in s at t.

As has just been noted, this objection would not apply if premise (c)could
be replaced by the statement that requirement n can be met only by the presence
of trait 1'.And indeed, some instances of functional analysis seem to include the

claim that the specific item under analysis is, in this sense, functionally indis­
pensable for the satisfaction of n. For example, Malinowski makes this claim
for magic when he asserts that “magic fulfills an indispensable function within
culture. It satisfies a definite need which cannot be satisfied by any other factors

of primitive civilization," and again when he saysabout magic that “without its
power and guidance early man could not have mastered his practical difficulties
as he has done, nor could man have advanced to the higher stages of culture.
Hence the universal occurrence of magic in primitive societiesand its enormous
sway. Hence we do find magic an invariable adjunct of all important aCtivities."18

18. Malinowski, "Anthropology." op. cit. p. 136; and Magic, Science and Religion, and
Other Essays, op. cit. p. 90. (Note the explanatory claim implicit in the use of the word
“hence.")



The Logicof Functional Analysis [3 I I]

However, the assumption of functional indispensability for a given item
ishighly questionable on empirical grounds: in all concrete casesof application,
there do seem to exist alternatives. For example, the binding of anxiety in a
given subject might be effected by an alternative symptom, as the experience
of psychiatrists seems to confirm. Similarly, the function of the rain dance
might be subserved by some other group ceremonial. And interestingly,
Malinowski himself, in another context, invokes “the principle of limited
possibilities,first laid down by Goldenweiser. Given a definite cultural need,
the means of its satisfaction are small in number, and therefore the cultural

arrangement which comes into being in response to the need is determined
within narrow limits."" This principle obviously involves at least a moderate
liberalizationof the conception that every cultural item is functionally indis­
pensable.But even so, it may still be too restrictive. At any rate, sociologists
suchas Parsons and Merton have assumed the existence of "functional equiv­
alents”for certain cultural items; and Merton, in his general analysis of func­
tionalism,has insisted that the conception of the functional indispensability of
cultural items be replaced explicitly by the assumption of “functional altern­
atives, or functional equivalents, or functional substitutes."a0 This idea, in­
cidentally,has an interesting parallel in the “principle of multiple solutions"
for adaptationalproblems in evolution. This principle, which has been empha­
sized by functionally oriented biologists, states that for a given functional
problem(suchas that of perception of light) there are usually a variety of possible
solutions,and many of these are actually used by different—and often closely
related~groups of organisms.m

It should be noted here that, in any case of functional analysis, the question
whether there are functional equivalents to a given item 1'has a definite meaning
only if the internal and external conditions c in (4.1) are clearly specified.
Otherwise,any proposed alternative to i, say i’, could be denied the status of a
functionalequivalent on the ground that, being different from i, the item i’
would have certain effects on the internal state and the environment of s

whichwould not be brought about by i; and that therefore, if i’ rather than i
were realized, 5 would not be functioning in the same internal and external
situation.Suppose, for example, that the system of magic of a given primitive

19. B. Malinowslti, “Culture.” EncycIOpediaof the Social Sciences, IV (New York: The
Macmillan Company, 1931). 626.

20. Merton, op. cit, p. 34. Cf. also T. Parsons, Essays in Sociological Theory, Pure and
Applied(New York: The Free Press, 1949), 58. For an interesting attempt to establish the ex­
istenceof functional alternatives in a specific case, see R. D. Schwartz. "Functional alter­
natives to inequality," American Sociological Review, 20 (1955), 424-30.

21. See G. G. Simpson, The Meaning of Evolution (New Haven: Yale University Press,
1949).164 if. 190, 342-43; and G. G. Simpson, C. S. Pittendrigh, L. H. Tiffany, Life (New
York: Harcourt, Brace & World, Inc., 1957), 437.
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group were replaced by an extension of its rational technology plus some
modification of its religion, and that the group were to continue as a going
concern. Would this establish the existence of a functional equivalentto the
original system of magica A negative answer might be defended on theground
that as a result of adopting the modified pattern, the group had changedso
strongly in regard to some of its basic characteristics (i.e., its internal state,as
characterized by Ci,had been so strongly modierd) that it was not the original
kind of primitive group any more; and that there simply was no functional
equivalent to magic which would leave all the “essential” features of the group
unimpaired. Consistent use of this type of argument would safeguardthe
postulate of the functional indispensability of every cultural item againstany
conceivable empirical discoanrmation—but at the cost of turning it froman
empirical hypothesis into a covert defInitional truth.

That unilluminating procedure certainly must be eschewed. But whatcan
a functional analysis in the general manner of (4.1) establish if the possibilityof
functional equivalents of 1'is not thus ruled out by definitional fiat?” LetI
be the class of all those items which are empirically sufficient for n under the
circumstances indicated in (4.1), so that an item j will be included in I just in
case its realization in system 5 under conditions of kind c would be empirically
suffIcient to ensure the satisfaction of requirement n. (The qualifIcation ‘em—
pirically’ is to indicate that the satisfaction of n by must be a matter of empirical
fact and not just of pure logic. This proviso excludes from I trivial items,such
as n itself.) The class I will then be a class of functional equivalents in the sense
mentioned above. Let us now replace premise (c) in (4.1) by the following
statement:

(c’) I is the class of all empirically suffIcient conditions for the fulfillment
of requirement n in the context determined by system 5 in settingC­

What the premises (a), (b), and (c') enable us to infer is then at best this:
(4.2) Some one of the items included in class I is present in system 5at time:

But this conclusion offers no grounds for expecting the occurrence of any
particular item from I rather than of one of its functional equivalents. And
strictly, even the weak conclusion (4.2) is warranted only on the further premise
that the class I is not empty, i.e., that there is at least one item whose occurrence
would, by law, ensure satisfaction of n.

Thus, functional analysis surely does not account in the manner of a deduc­
tive argument for the presence of the particular item 1'that it is meant to explain.
Perhaps, then, it could more adequately be construed as an inductive argument
which exhibits the occurrence of i as highly probable under the circumstances

22. (Added in 1964.) The balance of this section has been revised to remedy a flaw in
the original version, called to my attention by Professor john R. Gregg.
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describedin the premises: Might it not be possible, for example, to add to the
premises of (4.1) a further statement to the effect that the functional pre­
requisiteu can be met only by i and by a few specifiable functional alternativesz
And might not these premises make the presence of i highly probable? This
course is hardly promising, for in most, if not all, concrete cases it would be
impossible to specify with any precision the range of alternative behavior
patterns, institutions, customs, or the like that would suffice to meet a given
functionalprerequisite or need. And even if that range could be characterized,
there is no satisfactory method in sight for dividing it into some finite number
of casesand assigning a probability to each of these.

Suppose, for example, that Malinowski’s general view of the function
of magic is correct: how are we to determine, when trying to explain the
systemof magic of a given group, all the different systems of magic and altern­
ative cultural patterns which would satisfy the same functional requirements
for the group as does the actually existing system of magic: And how are we
to ascribe probabilities of occurrence to each of these potential functional
equivalentszClearly, there is no satisfactory way of answering these questions,
and practitionersof functional analysis do not claim to achieve their explanation
in this extremely problematic fashion.

Nor is it any help to construe the general laws implicit in the statements
(1))and (c) in (4.1) as statistical rather than strictly universal in form, i.e., as
expressingconnections that are very probable, but do not hold universally;
for the premisesthus obtained again would not preclude functional alternatives
of 1'(each of which would make satisfaction of I: highly probable), and thus
the basicdifficulty would remain: the premises taken jointly could still not be
said to make the presence just of i highly probable.

In sum then, the information typically provided by a functional analysis
of an item 1'affords neither deductively nor inductively adequate grounds for
expectingi rather than one of its alternatives. The impression that a functional
analysisdoes provide such grounds, and thus explains the occurrence of i,
isno doubt at least partly due to the benefit of hindsight: when we seek to ex­
plain an item i, we presumably know already that i has occurred.

As was noted a moment ago, however, functional analysis might be con­
strued as a deductive explanation with a very weak explanandum, thus:

(a) At time t, system 5 functions adequately in a setting of kind c
(b) 5 functions adequately in a setting of kind c only if requirement n

is satisfied

(c') I is the class of empirically sufficient conditions for n, in the con­
text determined by s and c; and I is not empty

(d') Some one of the items included in I is present in s at r
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This kind of inference is rather trivial, however, except when we have
additional knowledge about the items contained in class I. Suppose for example
that at time t, a certain dog (system 5) is in good health in a "normal" kindof
setting c which precludes the use of such devices as artificial hearts, lungs,and
kidneys. Suppose further that in a setting of kind c, the dog can be in goodhealth
only if his blood circulates properly (condition n). Then schema (4.3)leadsin
effect only to the conclusion that in some way or other, the blood is being
kept circulating properly in the dog at t—hardly a very illuminating result.If
however, we have additional knowledge of the ways in which the bloodmay
be kept circulating under the circumstances and if we know, for example.
that the only feature that would ensure proper circulation (the only itemin
class I ) is a properly working heart, then we may draw the much more specific
conclusion that at t the dog has a properly working heart. But if we make
explicit the further knowledge here used by expressing it as an additional
premise, then our argument can be restated in the form (4.1), except that
premise (c) has been replaced by the statement that i is the only trait by whiCh
n can be satisfied in setting c; and, as was pointed out above, the conclusion
(d) of (4.1) does follow in this case.

In general, however, additional knowledge of the kind here referredto is
not available, and the explanatory import of functional analysis is then limited
to the precarious role schematized in (4.3).

5. THE PREDICTIVE IMPORT OF FUNCTIONAL ANALYSIS

We noted earlier the predictive significance of nomological explanation;
now we will ask whether functional analysis can be put to predictive use.

First of all, the preceding discussion shows that the information which is
typically provided by a functional analysis yields at best premises of the forms
(a), (b), (c) in (4.1); and these afford no adequate basis for the deductive or
inductive prediction of a sentence of the form ((1)in (4.1). Thus, functional
analysis no more enables us to predict than it enables us to explain the occurrence
of a particular one of the items by which a given functional requirement canbe
met.

Second, even the much less ambitious explanatory schema (4.3) cannot
readily be put to predictive use; for the derivation of the weak conclusion(e)
relies on the premise (a); and if we wish to infer (c) with respect to some future
time t, that premise is not available, for we do not know whether 5will or will
not be functioning adequately at that time. For example, consider a person
developing increasingly severe anxieties, and suppose that a necessary condition
for his adequate functioning is that his anxiety be bound by neurotic symptoms,
or be overcome by other means. Can we predict that one or another of the
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modes of “adjustment” in the class I thus roughly characterized will actually
come to paSS?Clearly not, for we do not know whether the person in question
will in fact continue to function adequately or will suffer some more or less

seriousbreakdown, perhaps to the point of self-destruction.
It is of interest to note here that a somewhat similar limitation exists also

for the predictive use of nomological explanations, even in the most advanced
branchesof science. For example, if we are to predict, by means of the laws of
classicalmechanics, the state in which a given mechanical system will be at a
specifiedfuture time t, it does not suffice to know the state of the system at some

earliertime to, say the present; we also need information about the boundary
conditions during the time interval from to to t, i.e., about the external in­
Huencesaffecting the system during that time. Similarly, the “prediction,” in
our first example, that the water level in the beaker will remain unchanged as
the ice melts assumes that the temperature of the surrounding air will remain
constant, let us say, and that there will be no disturbing influences such as an
earthquakeor a person upsetting the beaker. Again when we predict for an
objectdropped from the top of the Empire State Building that it will strike
the ground about eight seconds later, we assume that during the period of its
fall,the object is acted upon by no forces other than the gravitational attraction
of the earth. In a full and explicit formulation then, nomological predictions
suchas thesewould have to include among their premises statements specifying
the boundary conditions obtaining from toup to the time t to which the pre­
diction refers. This shows that even the laws and theories of the physical

sciencesdo not actually enable us to predict certain aspects of the future ex­
clusivelyon the basis of certain aspects of the present: the prediction also re­
quirescertain assumptions about the future. But in many cases of nomological
prediction, there are good inductive grounds, available at to, for the assumption
that during the time interval in question the system under study will be prac­
tically "closed," i.e., not subject to significant outside interference (this case
is illustrated, for example, by the prediction of eclipses) or that the boundary
conditionswill be of a specified kind—a situation illustrated by predictions of
events occurring under experimentally controlled conditions.

The predictive use of (4.3) likewise requires a premise concerning the future,
namely (a); but there is often considerable uncertainty as to whether (a) will
in fact prove to be true. Furthermore, if in a particular instance there should
be good inductive grounds for considering (a) as true, the forecast yielded by (4.3)
isstillrather weak; for the argument then leads from the inductively warranted
assumptionthat the system will be properly functioning at t to the "prediction"
that a certain condition n, which is empirically necessary for such functioning,
will be satisfied at t in some way or other.
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The need to include assumptions about the future among the premises
of predictive arguments can be avoided, in nomological predictions as well
as in those based on functional analysis, if we are satisfied with predictivecon­
clusions which are not categorical, but only conditional, or hypothetical,in
character. For example, (4.3) may be replaced by the following argument,in
which premise (a) is avoided at the price of conditionalizing the conclusion:

(b) System 5 functions adequately in a setting of kind c only if con­
dition n is satisfied

(5 '1) (c') I is the class of empirically sufficient conditions for n in the contact
determined by s and c; and I is not empty

(d”) Ifs functions adequately in a setting of kind c at time t, then some
one of the items in classI is present in s at t

This possibility deserves mention because it seems that at least some of the
claims made by advocates of functional analysis may be construed as asserting
no more than that functional analysis permits such conditional predictions.
This may be the intent, for example, of Malinowski's claim: “If such [a func­
tional] analysis discloses to us that, taking an individual culture as a coherent
whole, we can state a number of general determinants to which it has to con­
form, we shall be able to produce a number of predictive statements as guides
for field-research, as yardsticks for comparative treatment, and as common
measures in the process of cultural adaptation and change?” The statements
specifying the determinants in question would presumably take the form of
premises of type (b); and the “predictive statements" would then be hypo­
thetical.

Many of the predictions and generalizations made in the context of func­
tional analysis, however, do not have this conditional form. They proceed
from a statement of a functional prerequisite or need to the categorical assertion
of the occurrence of some trait, institution, or other item presumably sulhcient
to meet the requirement in question. Consider, for example, Sait’s functional
explanation of the emergence of the political boss: “Leadership is necessary;
and since it does not develop readily within the constitutional framework, the
boss provides it in a crude and irresponsible form from the outside.”24Or take
Merton’s characterization of one function of the political machine: referring
to various specific ways in which the political machine can serve the interests
of business, he concludes, “These 'needs' of business, as presently constituted,
are not adequately provided for by conventional and culturally approved social
structures; consequently,the extra-legal but more-or-less efficient organization

23. Malinowski. A Scientific Theory of Culture, and Other Essays, op. cit., p. 38.
24. E. M. Sait. “Machine. Political," Encyclopediaqf the Social Sciences,IX (New York:

The Macmillan Company. 1933). p. 659. (Italics supplied.)
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of the political machine comes to provide these services."25 Each of these
arguments,which are rather typical of the functionalist approach, is an in­
ferencefrom the existence of a certain functional prerequisite to the categorical
assertionthat the prerequisite will be satisfied in some way. What is the basis
of the inferential claims suggested by the words, ‘since' and ‘consequently’ in
thepassagesjust quoted? When we say that since the ice cube was put into warm
water it melted; or that the current was turned on, and consequently,the am­
meter in the circuit responded, these inferences can be explicath and justified
by referenceto certain general laws of which the particular cases at hand are
simplyspecial instances; and the logic of the inferences can be exhibited by
putting them into the form of the schema (2.1). Similarly, each of the two
functionalist arguments under consideration clearly seems to presuppose a
generalprinciple to the effect that, within certain limits of tolerance or adapta­
bility, a system of the kind under analysis will—either invariably or with
high probability—satisfy, by developing appropriate traits, the various func­
tionalrequirements (necessary conditions for its continued adequate operation)
that may arise from changes in its internal state or in its environment. Any
assertionof this kind, no matter whether of strictly universal or of statistical
form, will be called a (general) hypothesis of self-regulation.

Unless functional analyses of the kind just illustrated are construed as
implicitly proposing or invoking suitable hypotheses of self-regulation, it
remainsquite unclear what connections the expressions ‘since,’ ‘consequently,’
and others of the same character are meant to indicate, and how the existence

of those connections in a given case is to be objectively established.
Conversely,if a precise hypothesis of self-regulation for systems of a specified

kind issetforth, then it becomes possible to explain, and to predict categorically,
the satisfactionof certain functional requirements simply on the basis of in­
formation concerning antecedent needs; and the hypothesis can then be ob—

jectively tested by an empirical check of its predictions. Take, for example,
the statement that if a hydra is cut into several pieces, most of these will grow
into complete hydras again. This statement may be considered as a hypothesis
concerninga specific kind of self-regulation in a particular kind of biological
system. It can clearly be used for explanatory and predictive purposes, and
indeed the successof the predictions it yields confirms it to a high degree.

We see, then, that whenever functional analysis is to serve as a basis for

categoricalprediction or for generalizations of the type quoted from Sait and
from Merton, it is of crucial importance to establish appropriate hypotheses of

self-regulationin an objectively testable form.

25. Merton, op. cit, p. 76. (Italics supplied.)
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The functionalist literature does contain some explicitly formulated general­
izations of the kind here referred to. Merton, for example, after citing the
passage from Sait quoted above, comments thus: “Put in more generalized
terms, the functional deficiencies of the ojh'cial structure generate an alternative(un­

oficial) structure to uljill existing needs somewhat more ejkctivelyfm“ This statement

seems clearly intended to make explicit a hypothesis of self-regulation that
might be said to underlie Sait’s specific analysis and to provide the rationale
for his ‘since'. Another hypothesis of this kind is suggested by Radcliffe-Brown:
"it may be that we should say that . . . a society that is thrown into a condition
of functional disunity or inconsistency . . . will not die, except in such com­
paratively rare instances as an Australian tribe overwhelmed by the white
man’s destructive force, but will continue to struggle toward . . . some kind
of social health. . . ."37

But, as was briefly suggested above, a formulation proposed as a hypothesis
of self-regulation can serve as a basis for explanation or prediction only if it is
sufficiently definite to permit objective empirical test. And indeed many of thc
leading representatives of functional analysis have expressed their concern to
develop hypotheses and theories which meet this requirement. Malinowski,f0:
example, in his essay significantly. entitled “A Scientific Theory of Culture.
insists that “each scientific theory must start from and lead to observation.
It must be inductive and it must be verifiable by experience. In other words, it
must refer to human experiences which can be defined, which are public, that
is, accessible to any and every observer, and which are recurrent, hence fraught
with inductive generalizations, that is, predictive."”8 Similarly, Murray and
Kluckhohn have this to say about the basic objective of their functionally
oriented theory, and indeed about any scientific “formulation,” of personalityI
“the general purposes of formulation are three: (1) to explain past and present
events; (2) to predict future events (the conditions being specified); and (3) to
serve, if required, as a basis for the selection of effective measures of
control?”

Unfortunately, however, the formulations offered in the context of con­
crete functional analyses quite often fall short of these general standards. Among
the various ways in which those conditions may be violated, two call for special
consideration because of their pervasiveness and central importance in functional
analysis. They will be referred to as inadequate specificationof scope,and

26. Merton, op. cit, p. 73. (Author's italics.)
27. Radcliffe-Brown, op. cit., p. 183.
28. Malinowski, A Scientific Theory of Culture, and Other Essays. op. cit., p. 67.
29. Henry A. Murray and Clyde Kluckhohn, "Outline of a Conception of Personality."

in Clyde Kluckhohn and Henry A. Murray, eds.. Personality in Nature, Society, and Culture
(New York: Knopf, 1950), pp. 3-32; quotation from p. 7; authors' italics.
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(ii)nonempiricaluse offunctionalist key terms (such as ‘need,’ ‘functional require­

ment,’‘adaptation,’and others). We will consider these two defects in turn:
theformer in the balance of the present section, the latter in the next.

Inadequatespecification of scope consists in failure to indicate clearly the
kindof system to which the hypothesis refers, or the range of situations (the
limitsof tolerance) within which those systems are claimed to develop traits
thatwillsatisfytheir functional requirements. Merton’s formulation, for exam­
ple,doesnot specify the class of social systems and of situations to which the
proposedgeneralization is meant to apply; as it stands, therefore, it cannot be
put to an empirical test or to any predictive use.

The generalization tentatively set forth by Radcliffe-Brown has a similar
shortcoming.Ostensibly, it refers to any society whatever, but the conditions
underwhichsocialsurvival is claimed to occur are qualified by a highly indefinite
"except" clause, which precludes the possibility of any reasonably clear-cut
test.The clause might even be used to protect the proposed generalization
againstany conceivable disconfirmation: If a particular social group should
“die.”thisvery fact might be held to show that the disruptive forces were as
overwhelmingas in the case of the Australian tribe mentioned by Radcliffe­
Brown.Systematicuse of this methodological strategy would, of course, turn
thehypothesisinto a covert tautology. This would ensure its truth, but at the
priceof depriving it of empirical content: thus construed, the hypothesis can
yieldno explanation or prediction whatever.

A similar comment is applicable to the following pronouncement by
Malinowski,in which we italicize the dubious qualifying clause: “When
we consider any culture which is not on the point of breaking down or completer
disrupted,but which is a normal going concern, we find that need and response are
directlyrelated and tuned up to each other.”0

To be sure, Radcliffe-Brown’s and Malinowski’s formulations do not

havetobe construed as covert tautologies, and their authors no doubt intended
them as empirical assertions; but, in this case, the vagueness of the qualifying
clausesstill deprives them of the status of definite empirical hypotheses that
might be used for explanation or prediction.

6. THE EMPIRICAL IMPORT OF FUNCTIONALIST TERMS AND
HYPOTHESES

A secondHaw that may vitiate the scientific role of a proposed hypotheses
of self-regulation consists in using key terms of functional analysis, such as

30. Malinowski. A Scientilic Theory of Culture, and Other Essays, op. cit., p. 94.
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‘need’ and ‘adequate (proper) functioning'31 in a nonempirical manner,it,
without giving them a clear “operational definition,” or more generally,
without specifying objective criteria of application for them.” If functionalist
terms are used in this manner, then the sentences containing them haveno
clear empirical meaning; they lead to no specific predictions and thus cannot
be put to an objective test; nor, of course, can they be used for explanatory
purposes.

A consideration of this point is all the more important here becausethe
functionalist key terms occur not only in hypotheses of self-regulation,butalso
in functionalist sentences of various other kinds, such as those of the types(a).

(b), and (41”) in (4.1), (4.3), and (5.1). Nonempirical use of functionalist terms
may, therefore, bar sentences of these various kinds from the status of scientific
hypotheses. We turn now to some examples.

Consider first the terms ‘functional prerequisite’ and ‘need,’ which are
used as more or less synonymous in the functionalist literature, and which
serve to define the term ‘function’ itself. “Embedded in every functional

analysis is some conception, tacit or expressed, of the functional requirements
of the system under observation",33 and indeed, “a definition [of function]is
provided by showing that human institutions, as well as partial activitieswithin
these, are related to primary, that is, biological, or derived, that is, cultural
needs. Function means, therefore, always the satisfaction of a need. . . ."3‘

How is this concept of need defined? Malinowski gives an explicit answer:

“By need, then, I understand the system of conditions in the human organism,
in the cultural setting, and in the relation of .both to the natural environment,
which are sufficient and necessary for the survival of group and organism."’5
This definition sounds clear and straightforward; yet it is not even quitein
accord with Malinowski's own use of the concept of need. For he distinguishes,

31. in accordance With a practice followed widely in contemporary logic, we will
understand by terms certain kinds of words or other linguistic expressions, and we will
say that a term expresses or signifies a concept. For example, we will say that the term ‘need'
signifies the concept of need. As this illustration shows, we refer to, or mention, a linguistic
expression by using a name for it which is formed by simply enclosing the expressionin
single quotes.

32. A general discussion of the nature and significance of "operational" criteria of applica­
tion for the terms used in empirical science, and references to further literature on the sub­

ject, may be found in C. G. Hempel, Fundamentals of Concept Formation in EmpiricalScieme
(University of Chicago Press, 1952), sections 5-8; and in the symposium papers on the
present state of operationalism by G. Bergmann, l’. W. Bridgman, A. Grunbaum, C. G.
Hempel, R. B. Lindsay. H. Margenau, and 1-1.]. Seegcr, which form chapter ll of Philipp
G. Frank, ed., The Validation of Scientific Theories (Boston: The Beacon Press, 1956).

33. Merton, op. cit, p. 52.
34. MaliDOWSki.A Stimth Theory of Culture, and other Essays, op. cit., p. 159,
35. Malinowski, ibid., p. 90.
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very plausibly,a considerable number of different needs, which fall into two
majorgroups: primary biological needs and derivative cultural ones; the latter
include“technological,economic, legal,and even magical, religious, or ethical"3‘
needs.But if every single one of these needs did actually represent not only a
necessarycondition of survival but also a sufficient one, then clearly the satisfaction
ofjust one need would suffice to ensure survival, and the other needs could not
constitutenecessaryconditions of survival at all. It seems reasonable to assume,
therefore,that what Malinowski intended was to construe the needs of a group
asa setof conditions which are individually necessary and jointly sufficient for
its survival.”

However, this correction of a minor logical flaw does not remedy a more
seriousdefectof Malinowski's definition, which lies in the deceptive appearance
of clarityof the phrase “survival of group and organism." In reference to a
biologicalorganism, the term ‘survival’ has a fairly clear meaning, though even
here,thereisneed for further clarification. For when we speak of biological needs
or requirements—e.g.,the minimum daily requirements, for human adults,
of variousvitamins and minerals—we construe these, not as conditions of just
thebarestsurvivalbut as conditions of persistence in, or return to, a “normal,”
or "healthy" state, or to a state in which the system is a “properly functioning
whole." For the sake of objective testability of functionalist hypotheses, it is
essential,therefore, that definitions of needs or functional prerequisites be
supplementedby reasonably clear and objectively applicable criteria of what
is to be considered a healthy state or a normal working order of the systems
underconsideration;and that the vague and sweeping notion of survival then
be construed in the relativized sense of survival in a healthy state as specified.
Otherwise, there is definite danger that different investigators will use the
conceptof functional prerequisite—and hence also that of function—in dilferent
ways,and with valuational overtones corresponding to their diverse conceptions
of what are the most "essential" characteristics of “genuine” survival for a

systemof the kind under consideration.
Functionalanalyses in psychology, sociology, and anthropology are even

36. Malinowslti, ibid., p. 172; see also ibid., pp. 91 ff.
37. In some of his statements Malinowski discards, by implication, even the notion

of function as satisfactionof a condition that is at least necessaryfor the survival of group or
organism. For example, in the essay containing the two passages just quoted in the text,
Malinowskicomments as follows on the function of some complex cultural achicvcmcnts;
"Take the airplane, the submarine, or the steam engine. Obviously, man does not need
to fly, nor yet to keep company with fishes, and move about within a medium for which
he is neither anatomically adjusted nor physiologically prepared. In deEning, therefore, the
functionof any of those contrivances, we can not predicate the true course of their appearance
in any terms of metaphysical necessity.” (Ibid., pp. 118-19.)
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more urgently in need of objective empirical criteria of the kind herereferred
to; for the characterization of needs as necessary conditions of psychological
or emotional survival for an individual, or of survival of a group is sovague
as to permit, and indeed invite, quite diverse subjective interpretations.

Some authors characterize the concept of functional prerequisiteor the
concept of function without making use of the term ‘survival' with itsmis­
leading appearance of clarity. Merton, for example, states: “Functionsare
those observed consequences which make for the adaptation or adjustmentofa
given system; and dysfunctions, those observed consequences which lessenthe
adaptation or adjustment of the system."33 And Radcliffe-Brown characterizes
the function of an item as its contribution to the maintenance of a ccmin

kind of unity of a social system, “which we may speak of as a functionalunity.
We may define it as a condition in which all parts of the social systemwork
together with a sufficient degree of harmony or internal consistency,i.€-.
without producing persistent conflicts which can neither be resolvedn0!
regulated."39 But like the definitions in terms of survival, these alternative

characterizations, though suggestive, are far from giving clear empirical
meanings to the key terms of functional analysis. The concepts of adjustment
and adaptation, for example, require specification of some standard; otherwise.
they have no definite meaning and are in danger of being used tautologically
or else subjectively, with valuational overtones.

Tautological use could be based on construing any response of 3 gm"
system as an adjustment, in which case it becomes a trivial truth that any system
will adjust itself to any set of circumstances. Some instances of functional
analysis seem to come dangerously close to this procedure, as is illustratedby
the following assertion: “Thus we are provided with an explanation of suicide
and of numerous other apparently antibiological effects as so many formsof
relief from intolerable suffering. Suicide does not have adaptive (survival)value
but it does have adjustive value for the organism. Suicide isfunctional becauseit
abolishes painful tension."‘°

Or consider Merton’s formulation of one of the assumptions of functional
analysis: “. . . when the net balance of the aggregate of consequencesof an existing
social structure is clearly dysfunctional, there develops a strong and insistent
pressure for change.”1 In the absence of clear empirical criteria of adaptation
and thus of dysfunction, it is possible to treat this formulation as a covert
tautology and thus to render it immune to empirical disconfirmation. Merton

38. .Mcrton, op. u't., p. 51. (Author's italics.)
39. Radcliffe-Brown. op. cit, p. 181.
40. Murray and Kluckhohn, op. cit, p. 15 (Author's italics.)
41. Merton. op. cit, p. 40.
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isquiteawareof such danger: in another context he remarks that the notion of
fimctionalrequirements of a given system “remains one of the cloudiest and
empiricallymost debatable concepts in functional theory. As utilized by sociol­
ogists,the concept of functional requirement tends to be tautological or ex post
facto."42Similar warnings against tautological use and against ad hoc general­
izationsabout functional prerequisites have been voiced by other writers, such
asMalinowski‘3and Parsons.“

In theabsenceof empirical criteria of adjustment or adaptation, there is also
the dangerof each investigator's projecting into those concepts (and thus also
into the concept of function) his own ethical standards of what would con­
stitutea "proper" or “good” adjustment of a given system—a danger which
hasbeenpointed out very clearly by Levy.‘‘5This procedure would obviously
deprivefunctionalist hypotheses of the status of precise objectively testable
scientificassertions. And, as Merton notes, “If theory is to be productive, it
mustbe sufficientlypreciseto be determinate. Precision is an integral element of
the criterion of testability.”“

It is essential,then, for functional analysis as a scientific procedure that its

key conceptsbe explicitly construed as relative to some standard of survival
or adjustment.This standard has to be specified for each functional analysis, and
it will usuallyvary from case to case. In the functional study of a given system

5,the standard would be indicated by specifying a certain class or range R of

possiblestates of s, with the understanding that s is to be considered as “sur­
vivingin proper working order," or as “adjusting properly under changing
conditions"just in case 5 remains in, or upon disturbance returns to, some state
within the range R. A need, or functional requirement, of system 5 relative to
R is then a necessarycondition for the system's remaining. in, or returning to,
a state in R; and the function, relative to R, of an item 1'in 5 consists in i’s

effectingthe satisfactionof some such functional requirement.
In thefieldof biology, Sommerhoff’s analysis of adaptation, appropriateness,

and relatedconcepts, is an excellent illustration of a formal study in which the
relativizationof the central functionalist concepts is entirely explicit.47 The

42. Merton. op. cit.. p. 52.

43, See, for example, Malinowski. A Scientific Theory of Culture, and Other Essays,

op ([1,,pp. 169-70; but also compare this with pp. 118-19 of the same work.
44. Sec,‘for example, T. Parsons, The Social System (New York: The Free Press, 1951),

29' n. 4.
45. Marion J. Levy, Jr., The Structure of Society (Princeton: Princeton University Press,

1952), 76ff.
46, R. K. Merton. “The Bearing of Sociological Theory on Empirical RCSCJFCh"1"Merton.

SocialTheoryand Social Structure. op. cit.. pp. 85-101; quotation from 98. (Author’s italics)
47. Sec G. SommerhoH‘,Analytical Biology (New York: Oxford University Press, 1950).
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need of such relativization is made clear also by Nagel, who points out that
“the claim that a given change is functional or dysfunctional must be understood
as being relative to a specified G (or sets of C’s)"‘3, where the C’s are traits
whose preservation serves as the defining standard of adjustment or survival
In sociology, Levy’s analysis of the structure of society“ clearly construesthe
functionalist key concepts as relative in the sensejust outlined.

Only if the key concepts of functional analysis are thus relativizedcan
hypotheses involving them have the status of determinate and objectively
testable assumptions or assertions; only then can those hypotheses enter
significantly into arguments such as those schematized in (4.1), (4.3),and(5-1).

But although such relativization may give definite empirical contentto
the functionalist hypotheses that serve as premises or conclusions in those
arguments, it leaves the explanatory and predictive import of the latteras
limited as we found it in sections 4 and 5; for our verdict on the logicalforce

of those arguments depended solely on their formal structure and not on the
meaning of their premises and conclusions.

It remains true, therefore, even for a properly relativized version of func­
tional analysis, that its explanatory force is rather limited; in particular, it does
n0t provide an explanation of why a particular item 1'rather than somefunc­
tional equivalent of it occurs in system 5. And the predictive significance0{
functional analysis is practically nil—except in those cases where suitable
hypotheses of self-regulation can be established. Such a hypothesis wouldbet0
the effect that within a specified range C of circumstances, a given systemS
(or: any system of a certain kind S, of which 5 is an instance) is self-regulating
relative to a specified range R of states; i.e., that after a disturbance whichmoves
5into a state outside R, but which does not shift the internal and externalcircum­

stances of 5 out of the specified range C, the system 5 will return to a statein
R. A system satisfying a hypothesis of this kind might be called self-regulating
with respect to R.

Biological systems offer many illustrations of such self-regulation. For
example, we mentioned earlier the regenerative ability of a hydra. Consider
the case, then, where a more or less large segment of the animal is removed
and the rest grows into a complete hydra again. The class R here consistsof
those states in which the hydra is complete; the characterization of rangeC

48. Nagel, “A Formalization of Functionalism," op. cit, p. 269. See also the concluding
paragraph of the same essay (pp. 282-83).

49. Levy speaks of eufunction and dysfunction of a unit (i.e., a system) and characterizes
these concepts as relative to “the unit as defined." He points out that relativizationis
necessary "because it is to the definition of the unit that one must turn to determine
whether or not 'adaptation or adjustment’ making for the persistence or lack of persistence
of the unit is taking place." (Levy, ibid., pp. 77-78).
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wouldhaveto include a specification of the temperature and the chemical
compositionof the water in which a hydra will perform its regenerative feat
(clearly,this will not be just one unique composition, but a class of different
ones:the concentrations of various salts, for example, will each be allowed to
takesomevalue within a specified, and perhaps narrow, range; the same will
holdof the temperature of the water); and (ii) a statement as to the kind and
sizeofsegmentthat may be removed without preventing regeneration.

It will no doubt be one of the most important tasks of functional analysis
inpsychologyand the social sciences to ascertain to what extent such phenomena
ofself-regulationcan be found, and can be represented by corresponding laws.

7. FUNCTIONAL ANALYSIS AND TELEOLOGY

Whatever specific laws might be discovered by research along these lines,
thekind of explanation and prediction made possible by them does not differ
in its logical character from that of the physical sciences.

It is true that hypotheses of self-regulation, which would be the results of
successfulfunctionalist research, appear to have a teleological character since

they assertthat within specified conditions systems of some particular kind
willtend toward a state within the class R, which thus assumes the appearance
of a finalcausedetermining the behavior of the system.

But, first of all, it would be simply untenable to say of a system 5 which is
self-regulatingwith respect to R that the future event of its return to (a state in)
R is a “final cause" which determines its present behavior. For even if s is
self-regulatingwith respect to R and if it has been shifted into a state outside R,
thefutureevent of its return to R may never come about: in the process of its
return toward R, 5 may be exposed to further disturbances, which may fall
outsidethe permissiblerange C and lead to the destruction of s. For example, in
ahydrathat hasjust had a tentacle removed, certain regenerative processeswill
promptlyset in; but these cannot be explained teleologically by reference to
a finalcauseconsisting in the future event of the hydra being complete again.
Forthat event may never actually come about since in the process of regener­
ation,and before its completion, the hydra may suffer new, and irreparably
severe,damage, and may die. Thus, what accounts for the present changes of
a self-regulatingsystem 5 is not the “future event" of 5 being in R, but rather
the presentdispositionof s to return to R; and it is this disposition that is ex­

pressedby the hypothesis of self-regulation governing the system 5.
Whatever teleological character may be attributed to a functionalist ex­

planation or prediCtion invoking (properly relativized) hypotheses of self­
regulationliesmerely in the circumstance that such hypotheses assert a tendency
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of certain systems to maintain, or return to, a certain kind of state. Butsuch
laws attributing, as it were, a characteristic goal-directed behavior to systems
of specified kinds are by no means alien to physics and chemistry. On the
contrary, it is these latter fields which provide the most adequately understood
instances of self-regulating systems and corresponding laws. For example,a
liquid in a vessel will return to a state of equilibrium, with its surfacehorizontal,
after a mechanical disturbance; an elastic band, after being stretched (within
certain limits), will return to its original shape when it is released. Various
systems controlled by negative feedback devices, such as a steam enginewhose
speed is regulated by a governor, or a homing torpedo, or a plane guidedby
an automatic pilot, show, within specifiable limits, self-regulation with respect
to some particular class of states.

In all of these cases, the laws of self—regulation exhibited by the syStcmSin
question are capable of explanation by subsumption under general lawsof a
more obviously causal form. But this is not even essential, for the lawsof
self-regulation themselves are causal in the broad sense of asserting that for
systems of a specified kind, any one of a class of different “initial states"(any
one of the permissible states of disturbance) will lead to the same kind of final
state. Indeed as our earlier formulations show, functionalist hypotheses,in­
cluding those of self-regulation, can be expressed without the use of any tele­
ological phraseology at all.50

There are, then, no systematic grounds for attributing to functional analySiS
a character sui generis not found in the hypotheses and theories of the natural
sciences and in the explanations and predictions based on them. Yet, psycholo'
gically, the idea of function often remains closely associated with that of purpose.
and some functionalist writing has no doubt encouraged this association,by
using a phraseology which attributes to the self-regulatory behavior of a given
system practically the character of a purposeful action. For example, Freud.
speaking of the relation of neurotic symptoms to anxiety, uses strongly tele­
ological language when he says that “the symptoms are created in order to
remove or rescue the ego from the situation of danger";51 the quotations givcn
in section 3 provide further illustrations. Some instructive examples of socio­
logical and anthropological writings which confound the concepts of function

50. For illuminating discussions of further issues concerning "teleological explana­
tion," especially with respect to self-regulating systems, see R. B. Braithwaite, StiemificEx­
planation (Cambridge: Cambridge University Press, 1953),chapter X; and E. Nagel, "Telec­
logical Explanation and Teleological Systems" in S. Ratner, ed., Vision and Action: Essays
in Honor of Harare Kalle" on His Seventieth Birthday (New Brunswick, N.J.: Rutgers Uni—
versity Press, 1953); reprinted in H. Feigl and M. Brodbeck, eds., Readings in the Philosophy
of Sricnre (New York: Appleton-Lentury-Crofts, Inc., 1953).

51. Freud, op. cit., p. 112.
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andpurposeare listed by Merton, who is very explicit and emphatic in rejecting
this practice.52

It seemslikely that precisely this psychological association of the concept
offunctionwith that of purpose, though systematically unwarranted, accounts
to a large extent for the appeal and the apparent plausibility of functional
analysisas a mode of explanation; for it seems to enable us to “understand”
self-regulatoryphenomena of all kinds in terms of purposes or motives, in
muchthe same way in which we “understand” our own purposive behavior
and that of others. Now, explanation by reference to motives, objectives, or
the like may be perfectly legitimate in the case of purposive behavior and its
effects.An explanation of this kind would be causal in character, listing among
thecausalantecedents of the given action, or of its outcome, certain purposes
or motiveson the part of the agent, as well as his beliefs as to the best means
availableto him for attaining his objectives. This kind of information about
purposesand beliefs might even serve as a starting point in explaining a self­
rcgulatoryfeature in a human artifact. For example, in an attempt to account
for the presenceof the governor in a steam engine, it may be quite reasonable
to referto the purpose its inventor intended it to serve, to his beliefs concerning
mattersof physics, and to the technological facilities available to him. Such
anaccount,it should be noted, might conceivably give a probabilistic explanation
for the presenceof the governor, but it would not explain why it functioned
as a speed-regulating safety device: to exPlain this latter fact, we would have
to referto the construction of the machine and to the laws of physics, not to the
intensionsand beliefs of the designer. (An explanation by reference to motives
andbeliefscan be given as well for certain items which do not, in fact, function
as intended; e.g., some superstitious practices, unsuccessful Hying machines,
ineffectiveeconomic policies, etc.). Furthermore—and is this the crucial point
in our context—for most of the self—regulatoryphenomena that come within
thepurview of functional analysis, the attribution of purposes is an illegitimate
transferof the concept of purpose from its domain of significant applicability
to a much wider domain, where it is devoid of objective empirical import.
In the context of purposive behavior of individuals or groups, there are various
methodsof testing whether the assumed motives or purposes are indeed present
in a given situation; interviewing the agents in question might be one rather
direct way, and there are various alternative “operational” procedures of a
more indirect character. Hence, explanatory hypotheses in terms of purposes
are here capable of reasonably objective test. But such empirical criteria are
lackingin other casesof self-regulating systems, and the attribution of purposes

52. Merton, “Manifest and Latcnt Functions," op. cit, pp. 23-25, 603'.
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to them has therefore no scientific meaning. Yet, it tends to encouragethe
illusion that a profound understanding is achieved, that we gain insightinto
the nature of these processes by likening them to a type of behavior with
which we are thoroughly familiar from daily experience. Consider, for example,
the law of “adaptation to an obvious end" set forth by the sociologistL.
Gumplowicz with the claim that it holds both in the natural and the social
domains. For the latter, it asserts that “every social growth, every socialentity,
serves a definite end, however much its worth and morality may be questioned.
For the universal law of adaptation signifies simply that no expenditureof
effort, no change of condition, is purposeless on any domain of phenomena.
Hence, the inherent reasonableness of all social facts and conditions must be
conceded."53 There is a strong suggestion here that the alleged law enablesus
to understand social dynamics in close analogy to purposive behavior aimedat
the achievement of some end. Yet that law is completely devoid of empirical
meaning since no empirical interpretation has been given to such key termsas
‘end,’ ‘purposeless’, and ‘inherent reasonableness’ for the contexts to which
it is applied. The “law” assertsnothing whatever, therefore, and cannot possibly
explain any social (or other) phenomena.

Gumplowicz's book antedates the writings of Malinowski and other
leading functionalists by several decades, and certainly these more recent
writers have been more cautious and sophisticated in stating their ideas.Yet,
there are certain quite central assertions in the newer functionalist literature
which are definitely reminiscent of Gumplowicz’s formulation in that they

suggest an understanding of functional phenomena in the image of deliberate
Purposive behavior or of systems working in accordance with a preconceived
design. The following statements might illustrate this point: “[Culture] is a
system of objects, activities, and attitudes in which every part exists as a means
to an end,"“ and “The functional view of culture insists therefore upon the

[inciple that in every type of civilization, every custom, material object, idea
and belief fulfills some vital function, has some task to accomplish, represents
an indispensable part within a working whole."55 These statements express
what Merton, in a critical discussion, calls the postulate of universal function­
alism.“ Merton qualifies this postulate as premature ;57the discussion presented
in the previous section shows that, in the absence of a clear empirical interpre­

53. L. Gumplowicz, The Outlines of Sociology; translated by F. W. Moore (Philadelphia:
American Academy of Policical and Social Science, 1899), pp. 79—80.

54. Malinowski, A Stiemtjic Theory of Culture, and Other Essays, op. cit, p. 150.
55. Malinowski, "Anthrolopogy," op. (it, p. 133.
56. Merton, “Manifest and Latent Functions," op. cit, pp. 305.
57. Ibid.. p. 31.
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rationof the functionalist key terms, it is even less than that, namely, empirically
vacuous.Yet formulations of this kind may evoke a sense of insight and under­
standingby likening sociocultural developments to purposive behavior and
in this sensereducing them to phenomena with which we feel thoroughly
familiar.Butscientificexplanation and understanding are not simply a reduction
tothefamiliar:otherwise, science would not seek to explain familiar phenomena
atall;besides,the most significant advances in our scientific understanding of the
world are often achieved by means of new theories which, like quantum
theory, assume some quite unfamiliar kinds of objects or processes which
cannotbe directly observed, and which sometimes are endowed with strange
andevenseemingly paradoxical characteristics. A class of phenomena has been
scientificallyunderstood to the extent that they can be fitted into a testable,
and adequatelyconfirmed, theory or a system of laws; and the merits of
functionalanalysis will eventually have to be judged by its ability to lead to
this kind of understanding.

8. THE HEURISTIC ROLE OF FUNCTIONAL ANALYSIS

The preceding considerations suggest that what is often called “function­
alism"is best viewed, not as a body of doctrine or theory advancing tremen­
douslygeneral principles such as the principle of universal functionalism, but
ratherasa program for research guided by certain heuristic maxims or “working

hypotheses."The idea of universal functionalism, for example, which becomes
untenablewhen formulated as a sweeping empirical law or theoretical principle,

might more profitably be construed as expressing a directive for inquiry,
namely to search for specific self—regulatory aspects of social and other systems
and to examine the ways in which various traits of a system might contribute
to itsparticularmode of self-regulation (A similar construal as heuristic maxims
forempiricalresearchmight be put upon the “general axioms of functionalism”

suggestedby Malinowski, and considered by him as demonstrated by all the

Pertinentempirical evidence.“)
In biology, for example, the contribution of the functionalist approach

doesnot consist in the sweeping assertion that all traits of any organism satisfy
someneed and thus serve some function; in this generality, the claim is apt to
be either meaningless or covertly tautologous or empirically false (depending
on whether the concept of need is given no clear empirical interpretation at
all, or is handled in a tautologizing fashion, or is given a specific empirical
intcrprctation). Instead, functional studies in biology have been aimed at
showing, for example, how in different species, specific homeostatic and re­

gc“crativeprocesses contribute to the maintenance and development of the
58, Malinowski, A Scientilic Theory of Culture, and Other Essays, op. cit, p. 150.
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living organism; and they have gone on to examine more and more precisely
the nature and limits of those processes (this amounts basically to establishing
various specific empirical hypotheses or laws of self-regulation), and (ii) to
explore the underlying physiological or physicochemical mechanisms, and
the laws governing them, in an effort to achieve a more thorough theoretical
understanding of the phenomena at hand.59 Similar trends exist in the study
of functional aspects of psychological processes, including, for example,
symptom formation in neurosis."0

Functional analysis in psychology and in the social sciences no less than in
biology may thus be conceived, at least ideally, as a program of inquiry aimed
at determining the respects and the degrees in which various systems are
self-regulating in the sense here indicated. This conception is clearly reflectedin
Nagel's essay, “A Formalization of Functionalism,"61 which develops an analytic
scheme inspired by, and similar to, Sommerhoff’s formal analysis of self­
regulation in biology” and uses it to exhibit and clarify the structure of func­
tional analysis, especially in sociology and anthropology.

The functionalist mode of approach has proved illuminating, suggestive,
and fruitful in many contexts. If the advantages it has to offer are to be reaped
in full, it seems desirable and indeed necessary to pursue the investigation of
specific functional relationships to the point where they can be expressedin
terms of reasonably precise and objectively testable hypotheses. At least initially.
these hypotheses will likely be of quite limited scope. But this would simply
parallel the present situation in biology, where the kinds of self-regulation.
and the uniformities they exhibit, vary from species to species. Eventually,
such “empirical generalizations" of limited scope might provide a basisfor a
more general theory of self-regulating systems. To what extent these objectives
can be reached cannot be decided in a priori fashion by logical analysis or philo­
sophical reflection: the answer has to be found by intensive and rigorous scien­
tific research.

59. An account of this kind of approach to homeostatic processes in the human body
will be found in Walter B. Cannon. The Wisdomof the Body (New York: W. W. Norton
8t Company, Inc; revised edition 1939).

60. See, for example. Dollard and N. E. Miller, Personality and Psychotherapy(New
York: McGraw-Hill Book Company. Inc., 1950),chapter XI, "How Symptoms are Leamed,"
and note particularly pp. 165-66.

()1. Nagel, "A Formalization of Functionalism.’ op. (it. See also the more general
discussion of functional analysis included in Nagel's paper, “Concept and Theory Formation
in the Social Sciences," in Science. Language. and Human Rights; American Philosophical
Association. Eastern Division. Volume 1 (Philadelphia: University of Pennsylvania Press,
1952), pp. 43-64. Reprinted in]. L. jarrett and S. M. McMurrin, cds.. ContemporaryPhilosophy
(New York: Henry Holt & Co., Inc., 1954).

02. SommerhoH‘, op. cit.
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1. INTRODUCTION

Amongthe many factors that have prompted and sustained inquiry in the
diversefieldsof empirical science, two enduring human concerns have provided
the principal stimulus for man’s scientific efforts.

Oneof them is of a practical nature. Man wants not only to survive in the
world,but also to improve his strategic position in it. This makes it important
forhim to find reliable ways of foreseeing changes in his environment and, if
possible,controllingthem to his advantage. The formulation of laws and theories
tint permit the prediction of future occurrences are among the proudest
achievementsof empirical science; and the extent to which they answer man’s
questfor foresight and control is indicated by the vast scope of their practical
applications,which range from astronomic predictions to meteorological,
demographic,and economic forecasts, and from physico-chemical and biological

tecl'mologyto psychological and social control.
The second basic motive for man’s scientific quest is independent of such

PmCticalconcerns; it lies in his sheer intellectual curiosity, in his deep and per­
sistentdesireto know and to understand himselfand his world. So strong, indeed,
is thisurge that in the absence of more reliable knowledge, myths are often

invokedto fill the gap. But in time, many such myths give way to scientific
conceptionsof the what and the why of empirical phenomena.

What is the nature of the explanations empirical science can provide; What
understandingof empirical phenomena do they convey? This essayattempts to
shedlight on these questions by examining in some detail the form and the
functionof some of the major types of explanatory account that have been
advancedin different areas of empirical science.

The terms ‘empirical science' and ‘scientific explanation’ will here be under­
stoodto refer to the entire field of empirical inquiry, including the natural and
thesocialsciencesas well as historical research. This broad use of the two terms

is not intended to prejudge the question of the logical and methodological‘
Thisessayhas not previously appeared in print. It includes, however, some passagesfrom the
following articles:

“Deductive-Nomological vs. Statistical Explanation," Minnesota Studies in the Philosoyhy
ofSricnre,Vol. III, edited by Herbert Feigl and Grover Maxwell. University of Minnesota
Press.Minneapolis. Copyright 1962 by the University of Minnesota.—Exccrpts reprinted
by permission of the publisher.

“Explanation in Science and in History," R. Colodny(ed.) Frontiers cngcienreandPhilosophy.
Pittsburgh: University of Pittsburgh Press, 1962; pp. 9—33.Excerpts reprinted by permission
of the publisher.

“Rational Action,” from Proceedings and Addresses of the Anterimn Philosophical Asso—
ciation,Vol. 35 (1961-62), pp. 5-23. Yellow Springs, Ohio: The Antioch Press, 1962. Ex­
cerptsreprinted by permission of the American Philosophical Association.



[3 34] SCIENTIHCmuumou

similarities and differences between different areas of empirical inquiry, except
for indicating that the procedures used in those different areas will be takento
conform to certain basic standards of objectivity. According to thesestandards,
hypotheses and theories—including those invoked for explanatory purposes­
must be capable of test by reference to publicly ascertainable evidence,and
their acceptance is always subject to the proviso that they may have to be
abandoned if adverse evidence or more adequate hypotheses or theoriesshould
be found.

A scientific explanation may be regarded as an answer to a why-question,
such as: ‘Why do the planets move in elliptical orbits with the sun at onefocusa’,
“Why does the moon look much larger when it is near the horizon thanwhen
it is high in the skye’, ‘Why did the television apparatus on Ranger VI faila’,
‘Why are children of blue-eyed parents always blue-eyeda', ‘Why did Hitler
go to war against Russiae'. There are other modes of formulating what we
will call explanation-seeking thstions: we might ask what caused the failure
of the television apparatus on Ranger VI, or what led Hitler to his fateful
decision. But a why-question always provides an adequate, if perhaps some­
times awkward, standard phrasing.

Sometimes the subject matter of an explanation, or the explanandum,is
indicated by a noun, as when we ask for an explanation of the aurora borealis.
It is important to realize that this kind of phrasing has a clear meaning onlyin
so far as it can be restated in terms of why-questions. Thus, in the contextof
an explanation, the aurora borealis must be taken to be characterized by certain
distinctive general features, each of them describable by a that—clause,for
example: that it is normally found only in fairly high northern latitudes; that
it occurs intermittently; that sunspot maxima, with their eleven-year cycle.
are regularly accompanied by maxima in the frequency and brightnessof
aurora borealis displays; that an aurora shows characteristic spectral linesof rare
atmospheric gases, and so on. And to ask for an explanation of the aurora borcalis
is to request an explanation of why auroral displays occur in the fashion indicated
and why they have physical characteristics such as those just mentioned. Indeed,
requests for an explanation of the aurora borealis, of the tides, of solar eclipses
in general or of some individual solar eclipse in particular, or of a given influenza
epidemic, and the like have a clear meaning only if it is understood what
aspects of the phenomenon in question are to be explained; and in that casethe
explanatory problem can again be expressed in the form ‘Why is it the case
that pa’, where the place of ‘p’ is occupied by an empirical statement specifying
the explanandum. Questions of this type will be called cxplanation-sccking
why-questions.

Not all why-questions call for explanations, however. Some of them solicit
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reasonsin support of an assertion. Thus, statements such as ‘Hurricane Delila
willveerout into the Atlantic’, ‘He must have died of a heart attack', ‘Plato

wouldhavedislikedStravinsky’s music’ might be met with the question ‘Why
shouldthis be 502', which seeks to elicit, not an explanation, but evidence or
groundsor reasons in support of the given assertion. Questions of this kind
willbe called reason-seekingor epistemic. To put them into the form ‘Why
shouldit be the case that pa’ is misleading; their intent is more adequately
conveyedby a phrasing such as “Why should it be believed that pa’ or ‘What
reasonsare there for believing that pe’.

An explanation-seeking why-question normally presupposes that the
statementoccupying the place of ‘p’ is true, and asks for an explanation of the
presumptivefact, event, or state of affairs described by it; an epistemic why­
questiondoesnot presuppose the truth of the corresponding statement, but on
thecontrary,solicitsreasons for believing it true. An appropriate answer to the
formerwill therefore offer an explanation of a presumptive empirical phenom­
enon;whereasan appropriate answer to the latter will offer validating or
justifyinggrounds in support of a statement. Despite these differences in pre­
suppositionsand objectives, there are also important connections between the
two kinds of question; in particular, as will be argued later (in sections 2.4
and3.5),any adequate answer to an explanation-seeking question ‘Why is it
thecasethat pe’ must also provide a potential answer to the corresponding
epistemicquestion 'What grounds are there for believing that pe’

In the discussion that follows, I will first distinguish two basic types of
scientificexplanation, deductive-nomological and inductive-statistical, each
characterizedby a schematic “model”; and I will examine certain logical
and methodological questions to which these models give rise, including a
numberof objections that have been raised against them. Following this, I
proposeto assessthe significance and adequacy of the basic conceptions in­
herentin those models by exploring the extent to which they can serve to
analyzethe structure and to illuminate the rationale of different kinds of
explanationoffered in empirical science.

2. DEDUCTIVE-NOMOLOGICAL EXPLANATION

2.1 FUNDAMENTALS:D-N EXPLANATION AND THE CONCEPT or LAW. In his

book,How We Think,‘ John Dewey describes a phenomenon he observed one
daywhilewashing dishes. Having removed some glass tumblers from the hot
sudsand placed them upside down on a plate, he noticed that soap bubbles
emergedfrom under the tumbler’s rims, grew for a while, came to a standstill

1. Dewey (1910), chap. VI.
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and finally receded into the tumblers. Why did this happen? Dewey outlines
an explanation to this effect: Transferring the tumblers to the plate, he had
trapped cool air in them; that air was gradually warmed by the glass,which
initially had the temperature of the hot suds. This led to an increasein the
volume of the trapped air, and thus to an expansion of the soap film thathad
formed between the plate and the tumblers’ rims. But gradually, the glass
cooled off, and so did the air inside, and as a result, the soap bubbles receded.

The explanation here outlined may be regarded as an argument to the
effect that the phenomenon to be explained, the explanandnm phenomcnmi,was
to be expected in virtue of certain explanatory facts. These fall into two groups:
(i) particular facts and (ii) uniformities expressible by means of general laws.
The first group includes facts such as these: the tumblers had been immersed
in soap suds of a temperature considerably higher than that of the surrounding
air; they were put, upside down, on a plate on which a puddle of soapyWat“
had formed that provided a connecting soap fllll), and so on. The secondgroup
of explanatory facts would be expressed by the gas laws and by variousother
laws concerning the exchange of heat between bodies of different temper­
ature, the elastic behavior of soap bubbles, and so on. While some of £11656
laws are only hinted at by such phrasings as ‘the warming of the trappedair
led to an increase in its pressure', and others are not referred to even in this
oblique fashion, they are clearly presupposed in the claim that certain stages
in the process yielded others as their results. If we imagine the various expliCit
or tacit explanatory assumptions to be fully stated, then the explanationmay
be conceived as a deductive argument of the form

C, C3, . . . , Ck

Explanans S
(D-N) L1! L29 - ° ' 9Lr

E Explanandum—sentence

Here, C1, C2, . . . , CL.are sentences describing the particular facts invoked;
L1, L2,. . . , L, are the general laws on which the explanation rests.Jointly these
sentences will be said to form the exp/mm”: S, where S may be thought of
alternatively as the set of the explanatory sentences or as their conjunction.
The conclusion E of the argument is a sentence describing the explanandum—
phenomenon; I will call E the explanandum-sentence or explanandum—
statement; the word Texplanandum’ alone will be used to refer either to the
explanandum-phenomenon or to the explanandum-sentence: the context will
show which is meant.

The kind of explanation whose logical structure is suggested by the schema
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(D-N) will be called deductive-nomalogical explanation or D—N explanation for
short;for it effectsa deductive subsumption of the explanandum under princi­
plesthathave the character of general laws. Thus a D-N explanation answers
thequestion‘Whydid the explanandum-phenomenon occur 2’by showing that
thephenomenonresulted from certain particular circumstances, specified in
C1,C2,. . . , C ., in accordance with the laws L1,L2, . . . , L,. By pointing this out,

theargumentshows that, given the particular circumstances and the laws in
question,the occurrence of the phenomenon was to be expected; and it is in this
sensethat the explanation enables us to understand why the phenomenon oc­
curred.2

In a D-N explanation, then, the explanandum is a logical consequence of
the explanans.Furthermore, reliance on general laws is essential to a D-N
explanation;it is in virtue of such laws that the particular facts cited in the
explananspossessexplanatory relevance to the explanandum phenomenon.
Thus,in the caseof Dewey’s soap bubbles, the gradual warming of the cool air
trappedunder the hot tumblers would constitute a mere accidental antecedent

ratherthanan explanatory factor for the growth of the bubbles, if it were not
forthegaslaws, which connect the two events. But what if the explanandum
sentenceE in an argument of the form (D-N) is a logical consequence of the
sentencesC1,C2, . . . , Ck alone? Then, surely, no empirical laws are required
todeduceE from the explanans; and any laws included in the latter are gratui­
tous,dispensablepremises. Quite so; but in this case, the argument would not
countas an explanation. For example, the argument:

The soap bubbles first expanded and then receded

The soap bubbles first expanded

2. A general conception of scientific explanation as involving a deductive subsumption
under general laws was espoused, though not always clearly stated, by various thinkers
in thepast, and has been advocated by several recent or contemporary writers, among them
N. R. Campbell [(1920), (1921)], who developed the idea in considerable detail. In a text­
book published in 1934, the conception was concisely stated as follows: “Scientific explan­
ation consistsin subsuming under some rule or law which expresses an invariant character
of a group of events, the particular events it is said to explain. Laws themselves may be
explained,and in the same manner, by showing that they are consequences of more com­
prehensivetheories." (Cohen and Nagel 1934. p. 397.) Popper has set forth this construal
of explanationin several of his publications; the note at the end of section 3 in Hempel
and Oppenheim (1948). His earliest statement appears in section 12 of his book (1935), of
which his work (1959) is an expanded English version. His book (1962) contains further
observationson scientific explanation. For some additional references to other proponents
of the general idea, see Donagan (1957), footnote 2; Scriven (1959), footnote 3. However,
as will be shown in section 3, deductive subsuniption under general laws does not constitute
the only form of scientific explanation.
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though deductively valid, clearly cannot qualify as an explanation of why
the bubbles first expanded. The same remark applies to all other casesof this
kind. A D-N explanation will have to contain, in its explanans, some general
laws that are requiredfor the deduction of the explanandum, i.e. whose deletion
would make the argument invalid.

Ifthe explanans of a given D-N explanation is true, i.e. if the conjunction
of its constituent sentences is true, we will call the explanation true; a true
explanation, of course, has a true explanandum as well. Next, let us call a
D-N explanation more or less strongly supported or conjirmed by a given body of
evidence according as its explanans is more or less strongly confirmed by the
given evidence. (One factor to be considered in appraising the empirical
soundness of a given explanation will be the extent to which its explanansis
supported by the total relevant evidence available.) Finally, by a potentialD—N
explanation, let us understand any argument that has the character of a D-N
explanation except that the sentences constituting its explanans need not be
true. In a potential D-N explanation, therefore, L1, L2, . . . , L, will be what
Goodman has called lawlike sentences, i.e. sentences that are like laws except

for possibly being false. Sentences of this kind will also be referred to as nomic
or nomological.We use the notion of a potential explanation, for example,
when we ask whether a novel and as yet untested law or theory would provide
an explanation for some empirical phenomenon; or when we say that the
phlogiston theory, though now discarded, afforded an explanation for certain
aspects of combustion.3 Strictly speaking, only true lawlike statements can
count as laws—one would hardly want to speak of false laws of nature. But
for convenience I will occasionally use the term ‘law' without implying that
the sentence in question is true, as in fact, I have done already in the preceding
sentence.

The characterization of laws as true lawlike sentences raises the important
and intriguing problem of giving a clear characterization of lawlike sentences
without, in turn, using the concept of law. This problem has proved to be
highly recalcitrant, and I will make here only a few observations on certain
aspects of it that are relevant also to the analysis of scientific explanation.

Lawlike sentences can have many different logical forms. Some paradigms
of nomic sentences, such as ‘All gases expand when heated under constant
pressure' may be construed as having the simple universal conditional form
‘(x)(Fx DCx)’; others involve universal as well as existential generalization,

3. The explanatory role ofthc phlogiston theory is described in Conant (1951),pp. 164-71.
The concept of potential explanation was introduced in Hempel and Oppenheim (1948),
section 7. The concept of lawlike sentence, in the sense here indicated, is due to Goodman
(1947).
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as does the sentence ‘For every chemical compound there exists a range of
temperatures and pressures at which the compound is liquid'; many of the
lawlike sentences and theoretical principles of the physical sciencesassertmore
or less complex mathematical relationships between different quantitative
variables.‘

But lawlike sentences cannot be characterized in terms of their form alone.

For example, not all sentences of the simple universal conditional form just
mentioned are lawlike; hence, even if true, they are not laws. The sentences
‘All members of the Greenbury School Board for 1964 are bald' and ‘All pears
in this basket are sweet’ illustrate this point. Goodman5 has pointed out a
characteristic that distinguishes laws from such nonlaws: The former can,
whereas the latter cannot, sustain counterfactual and subjunctive conditional
statements. Thus the law about the expansion of gases can serve to support
statements such as ‘If the oxygen in this cylinder had been heated (were heated)
under constant pressure then it would have expanded (would expand)’; whereas
the statement about the School Board lends no support at all to the subjunctive
conditional ‘If Robert Crocker were a member of the Greenbury School
Board for 1964 then he would be bald'.

We might add that the two kinds of sentence differ analogously in explan­
atory power. The gas law, in combination with suitable particular data, such
as that the oxygen in the cylinder was heated under constant pressure, can
serve to explain why the volume of the gas increased; but the statement about
the School Board, analogously combined with a statement such as ‘Harry
Smith is a member of the Greenbury School Board for 1964' cannot explain
why Harry Smith is bald.

But though these observations shed light on the concept of lawlikeness
they afford no satisfactory explication of it; for one of them presupposes an
understanding of counterfactual and of subjunctive conditional statements,
which present notorious philosophical difficulties; the other makes use of the
idea of explanation to clarify the concept of a lawlike statement; and we are

4. When Scriven speaks of “the deductive model, with its syllogistic form, where no
student of elementary logic could fail to complete the inference, given the premise" (1959,
p. 462), he imposes upon the model an entirely unwarranted oversimplified construal; for the
schema (D-N) clearly allows for the use of highly complex general laws of the kind specified
in the text above; and where there occur in the explanans, the explanandum cannot, of
course, be deduced by syllogistic methods.

5. Goodman (1955), p. 25; for certain qualifications, ibid., p. 118.
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here trying conversely to characterize a certain type of explanation with the
help of concepts which include that of lawlike statement.

Now, our examples of non-lawlike sentences share a characteristic that
might seem to afford a criterion for the distinction we seek to draw; namely,
each of them applies to only a finite number of individual cases or instances.
Must not a general law be conceived as admitting of indefinitely many in­
stances:

Surely a‘lawlike sentence must not be logicallylimited to a finite number of
instances: it must not be logically equivalent to a finite conjunction of singular
sentences, or, briefly, it must be of essentiallygeneralizcdjbrm. Thus, the sentence
‘Every element of the classconsisting of the objects a, b, and c has the property
P’ is not lawlike; for it is logically equivalent to the conjunction ‘Pa ' Pb °Pc',
and clearly a sentence of this kind cannot support counterfactual conditionals
or provide explanations.“

But our two earlier nonlawlike generalizations are not ruled out by this
condition: they are not logically equivalent to corresponding finite conjunc­
tions since they do not state specifically who are the members of the School
Board, or what particular pears are in the basket. Should we, then, deny
lawlike status also to any general sentence which—by empirical accident, so to
speak—has only a finite number of instances? This would surely be ill-advised.
Suppose, for example, that from the basic laws of celestial mechanics a general
statement is derived concerning the relative motion of the components of a
double star in the special case where those components are of exactly equal
mass. Is this statement to be termed a law only if it has been established that
there exist at least two (or perhaps more) instances of this special kind of double
stare Or consider the general statement, derivable from Newton's laws of
gravitation and of motion, which deals, in a manner similar to Galileo’slaw,
with the free fall of physical bodies near the surface of a spherical mass having
the same density as the Earth, but twice its radius. Should this statement not
be called a law unless it had been shown to have several instances—even though

it is a logical consequence of a set of laws with many instances?

6. In such references to “the form" of a sentence. there lurks another difficulty: that form is
clearly determined only if the sentence is expressed in a formalized language. An English
sentence such as ‘This object is soluble in water’ may be construed as a singular sentence
of the form ‘Pa', but alternatively also as a sentence of generalized form stating that if at
any time the object is put into any (sufficiently large) body of water, it will dissolve. (This
will be elaborated further in section 2.3.1.) Our remark about a sentence of the form ‘For all
x, if x is a. b. or c, then x has property I” might be stated more circumspectly by saying
that that kind of sentence is not a law in terms qf P; it cannot serve to explain the occur­
rence of P in any partiCUlarcase; nor can it support counterfactual or subjunctive conditionals
about particular occurrences of P.
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Besides, there appears to be only an inessential “difference in degree”
between a general statement that happens to havejust one instanceand another
which happens to have two or some other finite number. But, then, how many
instances would a law be required to have? To insist on some particular finite
number would be arbitrary; and the requirement of an infinite number of
actual instances would raise obvious difficulties. Clearly, the concept of scientific

law cannot reasonably be subjected to any condition concerning the number
of instances, except for the requirement barring logical equivalence with
singular statements.

Besides, we should note that the concept, presupposed in the preceding
discussion,of a “case” or an “instance” of a general statement is by no means

asclearas it might seem. Consider, for example, general statements of the form,
‘All objects with the property F also have the property (3', or briefly ‘All F
are C’. It seems natural to accept the criterion that a particular object 1'is an
instanceof such a statement if and only if i has the property F and the property

G, or briefly, if i is both P and G. This would imply that if there are no objects
with the property F at all, the general statement has no instances. Yet, the
statement is logically equivalent with ‘All non-C are non-F’, which, under the
contemplated criterion, may well have instances even if there are no F. Thus,
the general statement, ‘All unicorns feed on clover’ would have no instance,
but its equivalent ‘Anything that does not feed on clover is not a unicorn’
would have many—perhaps infinitely many—instances. An analogous remark
might well be true of the law mentioned earlier concerning double stars whose
componentshave equal mass. Hence, the contemplated criterion of instantiation,
which seems quite obvious at first, has the consequence that of two logically
equivalent general statements, one may have no instances, the other, infinitely
many. But this makes the criterion unacceptable since such equivalent sentences
express the same law and thus should be instantiated by the same objects.

For laws of the simple kind just considered, the following alternative
definition of instantiation will suffice to assign the same instances to equivalent
statements: an object 1'is an instance of the statement ‘All F are G’ if and only
if it is not the case that i is F but not C. However, for laws of more complex

logical form, the concept of instance raises further problems.7 But these

7. Thesedifficultiesconcerning the intuitive idea of instantiation of a general law are closely
related to the paradoxes of confirmation set forth in Hempel (1945). The inadequacy of the
initiallycontemplated intuitive criterion is further illustrated by the following consequence:
The sentence ‘All F are C' is logically equivalent to “Anything that is F but not C is both
C and not C' ;and on the criterion in question, this sentence clearly cannot have anyinstanccs—
evenif‘All F are 0' is true and is instantiated by infinitely many objects that are both Fand G.
Our modifiedcriterion of instantiation avoids thisdifficulty: the setsof instances,thusconstrued,
of any two logically equivalent universally quantified sentences in one variable are identical.
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need not be pursued here, for I am not proposing that a law must satisfycertain
minimum conditions concerning the number of its instances.

There is yet another common trait of our non-lawlike generalizationsthat
seems to hold promise as a criterion for the distinction here under discussion:
they contain terms, such as ‘this basket' and “the Greenbury School Board for
1964’, which directly or indirectly refer to particular objects, persons, or places;
whereas the terms occurring in Newton’s laws or in the gas laws involve no
such reference. In an earlier article on the subject, Oppenheim and I suggested,
therefore, that the constituent predicates of what we called fundamental law­
'like sentences must all be such that the specification of their meaning requires
no reference to any one particular object or location.3 We noted, however,
that this characterization still is not satisfactory for purposes of explication
because the idea of “the meaning" of a given term is itself far from being clear.

Besides, reference to particular individuals does not always deprive a
general statement of explanatory power, as is illustrated by Galileo’s law for
free fall, whose full formulation makes reference to the earth. Now it is true

that, with qualifications soon to be stated, Galileo’s law may be regarded as
derivable from the laws of Newtonian theory, which have the character of
fundamental lawlike sentences, so that an explanation based on Galileo’slaw
can also be effected by means of fundamental laws. But it certainly cannot be
taken for granted that all other laws mentioning particular individuals can
similarly be derived from fundamental laws.

Goodman, in a searching exploration of the concept of law, has argued
that, in contrast to non-lawlike generalizations, lawlike sentences are capable
of being supported by observed instances and hence of being “projected” from
examined to unexamined cases; and he has argued further that the relative
“projectibiltiy” of generalizations is determined primarily by the relative
“entrenchment” of their constituent predicates, i.e. by the extent to which
those predicates have been used in previously projected generalizations.9 Thus,
terms, like ‘member of the Greenbury School Board for 1964’and ‘pear in this
basket’ would be disqualified, for the purposes of formulating lawlike sentences,
on the ground that they lack adequate entrenchment.

8. Hempel and Oppenheim (1948), section 6. “Specification of meaning" might be
conceived as effected by definition or perhaps by weaker means, such as Camap's reduction
sentences. See Carnap (1938) and. for more details, (1936-37). The distinction thus attempted
between those terms which in some way refer to particular individuals and those which do
'not is closely akin to the distinction made by Popper, in section 14 of (1935) and (1959),
between individual concepts, “in the definition of which proper names (or equivalent signs)
are indispensable." and universal concepts, for which this is not the case.

9. For details, and for further considerations that affect projectibility, see Goodman
(1955). especially chapters Ill and IV.
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But while Goodman’s criterion thus succeeds in barring from the classof
lawlike sentences such generalizations as our two examples, the classof lawlike
sentences it delimits still seems too inclusive for our purposes. For according
to Goodman, the “entrenchment of a predicate results from the actual pro­
jection not merely of that predicate alone but also of all predicatescoextensive
with it. In a sense, not the word itself but the class it selects is what becomes

entrenched . . ."10 Hence, replacing a predicate in a lawlike sentence by a
coextensive one should yield a lawlike sentence again. Is this generally the
casee Suppose that the hypothesis It: ‘(x)(Px3 Qx)’ is lawlike, but that as a
matter of empirical fact there happen to be just three elements in the class
selected by ‘P’, namely a, b, and t. Then ‘Px’ is coextensive with ‘x = a v
x = bv x = c.’Replacement of ‘Px' by this expression, however, turns h into the
sentence ‘(x)[(x=avx=bvx=c) D Qx]’, which, being logically equivalent
with ‘Qa - Qb - Qc’, is not lawlike on our understanding that a lawlike sentence
must be of essentially generalized form, so as to be able to serve in an explan­
atory role. Our conception of lawlikeness differs at this point from that en­
visaged by Goodman, who introduces the notion principally in an effort
to establish a dividing line between sentences that are confirmable by their
instances and those that are not.11 It may not be necessary to require of the
former that they be of essentially general form, and Goodman does not impose
this requirement on lawlike sentences. For laws, however, that are to function
in an explanatory capacity, the requirement seems to me indispensable.

Though the preceding discussion has not led to a fully satisfactory general
characterization of lawlike sentences and thus of laws, it will, I hope, have
clarified to some extent the sense in which those concepts will be understood
in the present study.12

The examples we have considered so far illustrate the deductive explanation
of particular occurrences by means of empirical laws. But empirical science
raises the question “Why?” also in regard to the uniformities expressed by
such laws and often answers it, again, by means of a deductive-nomological
explanation, in which the uniformity in question is subsumed under more
inclusive laws or under theoretical principles. For example, the questions of
why freely falling bodies move in accordance with Galileo's law and why the
motion of the planets exhibit the uniformities expressed by Kepler's laws are
answered by showing that these laws are but special consequences of the
Newtonian laws of gravitation and of motion. Similarly, the uniformities

10. Goodman (1955), pp. 95-96.
11. On this distinction, see the Postscript to the article “Studies in the Logic of Confirm.

ation" in this volume.

12. For further discussions of the problems here referred to see Braithwaite (1953),chap.
IX and Nage] (1961), chap. 4.
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expressed by the laws of geometrical optics, such as those of the rectilinear
propagation of light and of reflection and refraction, are accounted for by
subsumption under the principles of wave optics. For brevity, an explanation
of a uniformity expressed by a law will sometimes be elliptically referred to as
an explanation of the law in question.

It should be noted, however, that in the illustrationsjust mentioned, the
theory invoked does not, strictly speaking, imply the presumptive general laws
to be explained; rather, it implies that those laws hold only within a limited
range, and even there, only approximately. Thus, Newton’s law of gravitation
implies that the acceleration of a freely falling body is not constant, as Galileo’s
law asserts, but undergoes a very slight but steady increase as the body ap­
proaches the ground. But while, strictly speaking, Newton’s law contradicts
Galileo’s, it shows that the latter is almost exactly satisfied in free fall over
short distances. In slightly greater detail, we might say that the Newtonian
theory of gravitation and of motion implies its own laws concerning free
fall under various circumstances. According to one of these, the acceleration

of a small object falling freely toward a homogeneous spherical body varies
inversely as the square of its distance from the center of the sphere, and thus
increases in the course of the fall; and the uniformity expressed by this law is

explained in a strictly deductive sense by the Newtonian theory. But when
conjoined with the assumption that the earth is a homogeneous sphere of
specified mass and radius, the law in question implies that for free fall over short
distances near the surface of the earth, Galileo’s law holds to a high degree of

approximation; in this sense, the theory might be said to provide an approxi­
mative D-N explanation of Galileo's law.

Again, in the case of planetary motion, the Newtonian theory implies
that since a planet is subject to gravitational attraction not only from the Sun,
but also from the other planets, its orbit will not be exactly elliptical, but will
show certain perturbations. Hence, as Duhcm13 noted, Newton’s law of gravi­
tation, far from being an inductive generalization based on Kepler's laws, is,
strictly speaking, incompatible with them. One of its important credentials
is precisely the fact that it enables the astronomer to compute the deviations
of the planets from the elliptic orbits Kepler had assigned to them.

A similar relation obtains between the principles of wave optics and the
laws of geometrical optics. For example, the former calls for a diffractive
"bending" of light around obstacles—a phenomenon ruled out by the con­

13. See Duhcm (1906), pp. 312 ff. Duhem's remarks on this subject are included in
those excerpts from P. P. Wicner's translation of Duhem's work that are reprinted in Feigl
and Brodbeck (1953). The point has recently been re-emphasized by several writers, among
them Popper (1957a), pp. 29-34, and Feyerabend (1962), pp. 46-48.
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ception of light as composed of rays traveling in straight lines. But in analogy
to the preceding illustration, the wave-theoretical account implies that the
laws of rectilinear propagation, of reflection, and of refraction as formulated
in geometrical optics are satisfied to a very high degree of approximation
within a limited range of cases, including those which provided experimental
support for the laws in their original formulation.

In general, an explanation based on theoretical principles will both broaden
and deepen our understanding of the empirical phenomena concerned. It will
achieve an increase in breadth because the theory will usually cover a wider
range of occurrences than do the empirical laws previously established. For
example, Newton’s theory of gravitation and of motion governs free fall not
only on the earth, but also on other celestial bodies; and not only planetary
motions, but also the relative motion of double stars, the orbits of comets and
of artificialsatellites, the movements of pcndulums, certain aspects of the tides,
and many other phenomena. And a theoretical explanation deepens our under­
standing for at least two reasons. First, it reveals the different regularities ex­
hibited by a variety of phenomena, such as those just mentioned in reference
to Newton’s theory, as manifestations of a few basic laws. Secondly, as we
noted, the generalizations previously accepted as correct statements of empirical
regularities will usually appear as approximations only of certain lawlike
statements implied by the explanatory theory, and to be very nearly satisfied
only within a certain limited range. And in so far as tests of the laws in their
earlier formulation were confined to casesin that range, the theoretical account
also indicates why those laws, though not generally true, should have been
found confirmed.

When a scientific theory is superseded by another in the sense in which
classicalmechanics and electrodynamics were superseded by the special theory
of relativity, then the succeeding theory will generally have a wider explanatory
range, including phenomena the earlier theory could not account for; and it
will asa rule provide approximative explanations for the empirical laws implied
by its predecessor. Thus, special relativity theory implies that the laws of the
classical theory are very nearly satisfied in cases involving motion only at
velocities which are small compared to that of light.

The general conception of explanation by deductive subsumption under
general laws or theoretical principles, as it has been outlined in this section,
will be called the deductive nomologicaI-model, or the D—N model of explanation;
the laws invoked in such an explanation will also be referred to, in William
Dray's suggestive phrase, as covering laws.“ Unlike Dray, however, I will not

14. For Dray's use of the terms ‘covering law' and ‘covering law model’, see Dray
(1957), and also (1963), p. 106.



l3 46] SCIENTIFIC EXPLANATION

refer to the D-N model as the covering-law model, for I will subsequently
introduce a second basic model of scientific explanation which also relies on
covering laws, but which is not of deductive-nomological form. The term
‘covering—lawmodel’ will then serve to refer to both of those models.

As the schema (D-N) plainly indicates, a deductive-nomological explanation
is not conceived as invoking only one covering law; and our illustrations show
how indeed many different laws may be invoked in explaining one phenomenon.
A purely logical point should be noted here, however. If an explanation is of
the form (D-N), then the laws L1, L2, . . . , L, invoked in its explanans logically
imply a law L* which by itself would sufficeto explain the explanandumevent
by reference to the particular conditions noted in the sentences C1, C2, . . . , Ck.
This law L* is to the effect that whenever conditions of the kind described

in the sentences C1, C2, . . . , Ck are realized then an event of the kind described

by the explanandum-sentcnce occurs.15 Consider an example: A chunk of
ice floats in a large beaker of water at room temperature. Since the ice extends
above the surface, one might expect the water level to rise as the ice melts;
actually, it remains unchanged. Briefly, this can be explained asfollows: Accord­
ing to Archimedes' principle, a solid body floating in a liquid displaces a volume
of liquid that has the same weight as the body itself. Hence, the chunk of ice has
the same weight as the water displaced by its submerged portion. Since melting
doesnot change the weight, the ice turns into a massof water of the sameweight,
and hence also of the same volume, as the water initially displaced by its sub­
merged portion; consequently, the water level remains unchanged. The laws
on which this account is based include Archimedes’ principle, a law concerning
the melting of ice at room temperature; the principle of the conservation of
mass; and so on. None of these laws mentions the particular glass of water or
the particular piece of ice with which the explanation is concerned. Hence the
laws imply not only that as this particular piece of ice melts in this particular
glass, the water level remains unchanged, but rather the general statement L“
that under the same kind of circumstance, i.e., when any. piece of ice floats
in water in any glass at room temperature, the same kind of phenomenon
will occur, i.e., the water level will remain unchanged. The law L* will usually
be “weaker” than the laws L1, L2, . . . , L,; i.e., while being logically implied
by the conjunction of those laws, it will not, in general, imply that conjunction.
Thus, in our illustration one of the original explanatory laws applies also to
the floating of a piece of marble on mercury or of a boat on water, whereas
L* deals only with the case of ice floating on water. But clearly, L* in con­
junction with C1, C2, . . . , C,‘logically implies E and could indeed be used to

15. This was noted already in Hempcl (1942), section 2.1.
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explain, in this context, the event described by B. We might therefore refer to
L* as a minimalcoveringlaw implicit in a given D-N explanation.m But while
such laws might be used for explanatory purposes, the D-N model by no
means restricts deductive-nomological explanations to the use of minimal laws.
Indeed such a restriction would fail to do justice to one important objective
of scientific inquiry, namely, that of establishing laws and theories of broad
scope, under which narrower generalizations may then be subsumed as special
casesor as close approximations of such."

2.2 CAUSALEXPLANATIONAND THED-N MODEL. An explanation of a particular
occurrence is often conceived as pointing out what "caused" it. Thus, the
initial expansion of the soap bubbles described by john Dewey might be said
to have been caused by the warming of the air caught in the tumblers. But
causalattributions of this kind presuppose appropriate laws, such as that under

16. The problem of formulating a precise definition of this notion need not detain
us: it can be solved only by reference to some formalized language, and for our purposes
the rough characterization here given will suffice.Incidentally, the notion of “the number
of laws” invoked in a given explanation is not as clear as it might seem, for one law may some­
times be quite plausibly rewritten as a conjunction of two or more. and, conversely, several
laws may sometimes be plausibly conjoined into one. But again, it is not necessary for us to
pursue thisproblem.

17. In a recent essay, Feyerabend has criticized the deductive model of explanation for
leading “to the demand. . . that all successful theories in a given domain must be mutually
consistent" (1962, p. 30), or, more fully, that “only such theories are admissible (for ex­
planation and prediction) in a given domain which either contain the theories already used in
this domain, or are at least consistentwith them” (1962, p. 44, italics the author's). Feyerabcnd
rightly argues that this demand conflicts with actual scientific procedure and is unsound
on methodological grounds. But he is completely mistaken in his allegation—for which he
offers no support—that the conception of explanation by deductive subsumption under
general laws or theoretical principles entails the incriminath methodological maxim.
Indeed, the D-N model of explanation concerns simply the relation between explanans and
explanandum and implies nothing whatever about the compatibility of different explanatory
principles that might be accepted successively in a given field of empirical science. In par­
ticular, it does not imply that a new explanatory theory may be accepted only on con­
dition that it be logically compatible with those previously accepted. One and the same
phenomenon, or set of phenomena, may be deductively subsumable under different. and
logically incompatible, laws or theories. To illustrate this schematically: the fact that three
objects a, b. t', each of which has the property P, also have the property Q could be deduc­
tively accounted for by the hypothesis H, that all and only P's are Q’s, and alternatively
by the hypothesis H that all P's and also some non-P's are Q’s; i.e., the explanandum­
sentence ‘Qa.Qb.Qc' can be deduced from ‘Pa.Pb.Pc’ in conjunction with either H1 or H2,
although H, and H2 are logically incompatible. Thus a "new" explanatory theory for a
given class of phenomena may deductively account for those phenomena even though
it is logically incompatible with an earlier theory which also deductively accounts for them.
But the conflicting theories cannot both be true, and it may well be that the earlier theory
is false. Hence the maxim criticized by Fcycrabend is indeed unsound. But this observation
does not affect the D-N model of explanation, which does not imply that maxim at all.
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constant pressure the volume of a gas increases as its temperature rises. And
by virtue of thus presupposing general laws which connect “cause” and “effect,”
causal explanation conforms to the D-N model. Let me briefly amplify and
substantiate this remark.

Consider first the explanatory use of what may be called generalstatements
of causal connection: these are to the effect that an event of some kindA (e.g.,
motion of a magnet through a closed wire loop) causes an event of a certain
other kind, B (e.g., flow of an electric current in the wire). Without entering
into a more detailed analysis, we may say that in the simplest case a statement
of this type affirms a law to the effect that whenever an event of kind A takes
place then there occurs, at the same location or at a specifiable different one,
a corresponding event of kind B. This construal fits, for example, the statements
that motion of a magnet causesthe flow of a current in a neighboring wire loop,
and that raising the temperature of a gas under constant pressure increasesits
volume. Many general statements of causal connection call for a more complex
analysis, however. Thus, the statement that in a mammal, stoppage of the
heart will cause death presupposes certain “standard” conditions that are not
explicitly stated, but that are surely meant to preclude, for example, the useof
a heart-lung machine. “To say that X causes Y is to say that under proper
conditions, an X will be followed by a Y,” as Scriven” puts it. When this kind
of causal locution is used, there usually is some understanding of what “proper”
or “standard” background conditions are presupposed in the given context.
But to the extent that those conditions remain indeterminate, a general statement
of causal connection amounts at best to the vague claim that there are certain
further unspecified background conditions whose explicit mention in the
given statement would yield a truly general law connecting the “cause” and the
“effect” in question.

Next, consider statements of causal connections between individual events.
Take, for example, the assertion that the expansion and subsequent shrinkage
of Dewey’s soap bubbles were caused by a rise and subsequent drop of the
temperature of the air trapped in the tumblers. Clearly, those temperature
changes afford the requisite explanation only in conjunction with certain other
conditions, such as the presence of a soap film, practically constant temperature
and pressure of the air outside the glasses,and so on. Accordingly, in the context
of explanation, a “cause” must be allowed to be a more or less complex set of
circumstances and events, which might be described by a set of statements
C1, C2, . . . , Ck. And, as is suggested by the principle “Same cause, same effect,"
the assertion that those circumstances jointly caused a given event implies that

18. Scrivcn (1958). p. 185.
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wheneverand wherever circumstances of the kind in question occur, an event
of the kind to be explained takes place. Thus the causal explanation implicitly
claimsthat there are general laws—let us say, L1, L2, . . . , L,—in virtue of which
the occurrence of the causal antecedents mentioned in C1, C2, . . . , Ck is a
sufficientcondition for the occurrence of the explanandum event. This relation
between causal factors and effect is reflected in our schema (D-N): causal ex­
planation is, at least implicitly, deductive-nomological.

Let me restate the point in more general terms. When an individual event
12is said to have been caused by another individual event a, then surely the
claimis implied that whenever “the same cause" is realized, “the same effect"
will occur. But this claim cannot be taken to mean that whenever a recurs then

so does17;for a and b are individual events at particular spatiotemporal locations
and thus occur only once. Rather, a and b must be viewed as particular events
of certainkinds(such as heating or cooling of a gas, expansion or shrinking of
a gas)of which there may be further instances. And the law tacitly implied by
the assertionthat b, as an event of kind B, was caused by alas an event of kind A
is a general statement of causal connection to the effect that, under suitable
circumstances,an instance of A is invariably accompanied by an instance of B.
In most causal explanations the requisite circumstances are not fully stated;
the import of the claim that b was caused by a may then be suggested by the
following approximate formulation: Event 1)was in fact preceded by event a
in circumstanceswhich, though not fully specified, were of such a kind that an
occurrence of an event of kind A under such circumstances is universally

followedby an event of kind B. For example, the statement that the burning
(event of kind B) of a particular haystack was caused by a lighted cigarette
dropped into the hay (particular event of kind A) asserts, first of all, that the
latter event did take place; but a burning cigarette will set a haystack on fire
only if certain further conditions are satisfied, which cannot at present be fully
stated; and thus, the causal attribution at hand implies secondly that further
conditionsof a not fully specified kind were realized, under which an event
of kind A is invariably followed by an event of kind B.

To the extent that a statement of individual causation leaves the relevant

antecedent conditions, and thus also the requisite explanatory laws, indefinite
it is like a note saying that there is a treasure hidden somewhere. Its significance
and utility will increase as the location of the treasure is more narrowly circum­
scribed, as the relevant conditions and the corresponding covering laws are
made increasingly explicit. In some cases, this can be done quite satisfactorily;
the covering-law structure then emerges, and the statement of individual
causal connection becomes amenable to test. When, on the other hand, the
relevant conditions or laws remain largely indefinite, a statement of causal
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connection is rather in the nature of a program, or of a sketch, for an expla­
nationin terms of causal laws; it might also be viewed as a “working hypothesis"
which may prove its worth by giving new, and fruitful, direction to further
research.

The view here taken of statements of individual causation might be further
clarified by some comments on the thesis that “when one asserts that X causes
Yone is certainly committed to the generalization that an identical causewould
produce an identical effect, but this in no way commits one to any necessity
for producing laws not involving the term ‘identical,’ which justify this claim.
Producing laws is one way, not necessarily more conclusive, and usuallyless
easy than other ways of supporting the causal statement. . . . (The idea of
individual causation has, I think, this not inconsiderable basis)”19 Two ques­
tions must be clearly distinguished here, namely (i) what is being claimed by
the statement that X causes Y (where, in the case of “individual causation,"
X and Y are individual events), and in particular, whether asserting it commits
one to a generalization, and (ii) what kind of evidence would support the
causal statement, and in particular, whether support can be provided only by
producing generalizations in the form of laws.

Concerning the first question,l have argued that the given causalstatement
must be taken to claim by implication that an appropriate law or set of laws
holds by virtue of which X causes Y. But, as noted earlier, the laws in question
cannotbe expressed by saying that an identical cause would produce an identical
effect; for if X and Yare individual events with specific spatiotemporal locations,
the recurrence of a cause identical with X, or of an effect identical with Y,is

logically impossible. Rather, the general claim implied by the statement of
individual causation that X caused Y is of the kind suggested in our discussion
of the assertion that individual event a, as an instance of A, caused individual
event (2,as an instance of B.

We turn now to the second question. In certain cases, such as that of the
soap bubbles observed by Dewey, some of the laws connecting the individual
events X and Y may be explicitly stateable; and then, it may be possible to
secure supporting evidence for them by appropriate experiments or obser­
vations. Hence, while the statement of individual causal connection implicitly
claims the existence of underlying laws, the claim may well be supportedby
evidence consisting of particular confirming instances rather than of general
laws. In other cases, when the nomological claim implicit in a causal statement
is merely to the effect that (hereare relevant factors and suitable laws connecting
X and Y, it may be possible to lend some credibility to this claim by showing

19. Scriven (1958), p. 194.



Aspectsqf ScientificExplanation [3 5 I]

that under certain conditions, an event of kind X is at least very frequently

accompaniedby an event of kind Y: this might justify the working hypothesis
that the background conditions could be further narrowed down in a way that
would eventually yield a strictly causal connection. It is this kind of statistical
evidence, for example, that is adduced in support of such claims as that cig­
arette smoking is “a cause of " or “a causative factor in" cancer of the lungs.
In this case, the supposed causal laws cannot at present be explicitly stated.
Thus, the nomological claim implied by this causal conjecture is of the existen­
tial type; it has the character of a working hypothesis for further research. The
statistical evidence adduced lends support to the hypothesis and suggests
further investigation, aimed at determining more precisely the conditions
under which smoking will lead to cancer of the lungs.

The best examplesof explanations conforming to the D-N model are based
on physical theories of deterministic character. Briefly, a deterministic theory
deals with the changes of “state” in physical systems of some specified kind.
The state of such a system at any given time is characterized by the values
assumedat that time by certain quantitative characteristics of the system, the
so—calledvariables of state; and the laws specified by such a theory for the

changesof state are deterministic in the sense that, given the state of the system
at any one time, they determine its state at any other, earlier or later, time.
For example, classical mechanics offers a deterministic theory for a system
of point masses(or, practically, bodies that are small in relation to their distances)
which move under the inHuence of their mutual gravitational attraction alone.

The state of such a system at a given time is defined as determined by the
positions and momenta of its component bodies at that time and does not
includeother aspects that might undergo change, such as the color or the chem­
ical constitution of the moving bodies. The theory provides a set of laws—
essentially,the Newtonian laws of gravitation and of motion—which, given
the positions and momenta of the elements of such a system at any one time,
mathematically determine their positions and momenta at any other time.
In particular, those laws make it possible to offer a D-N explanation of the
system's being in a certain state at a given time, by specifying, in the sentences
C1, C2, . . . , Ck of the schema (D-N), the state of the system at some earlier
time. The theory here referred to has been applied, for example, in account­
ing for the motions of planets and comets, and for solar and lunar
eclipses.

In the explanatory or predictive use of a deterministic theory, then, the
notion of a cause as a more or less narrowly circumscribed antecedent event
has been replaced by that of some antecedent state of the total system, which
provides the “initial conditions" for the computation, by means of the theory,
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of the later state that is to be explained. If the system is not isolated, i.e., if
relevant outside influences act upon the system during the period of time
from the initial state invoked to the state to be explained, then the particular
circumstances that must be stated in the explanans include also those outside
influences; and it is these “boundary conditions” in conjunction with the
“initial” conditions which replace the everyday notion of cause, and which
are specified by the statements C1, C2, . . . , Ck in the schematic representation
(D-N) ofsdeductive-nomological explanation.”0

Causal explanation in its various degrees of explicitness and precision is not,
however, the only mode of explanation on which the D-N model hasa bearing.
For example, the explanation of a general law by deductive subsumption under
theoretical principles is clearly not an explanation by causes. But even when
used to account for individual events, D-N explanations are not always causal.
For example, the fact that a given simple pendulum takes two seconds to
complete one full swing might be explained by pointing out that its length
is 100 centimeters, and that the period t (in seconds), of any simple pendulum
is connected with its length l (in centimeters) by the law that t=21r VIE, where
g is the acceleration of free fall. This law expresses a mathematical relationship
between the length and the period (which is a quantitative dispositional charac­
teristic) of the pendulum at one and the same time; laws of this kind, of which
the laws of Boyle and of Charles, as well as Ohm’s law are other examples,
are sometimes called laws of coexistence,in contradistinction to laws of succession,
which concern temporal changes in a system. These latter include, for example,
Galileo’s law and the laws for the changes of state in systems covered by a
deterministic theory. Causal explanation by reference to antecedent events
clearly presupposes laws of succession; in the case of the pendulum, where
only a law of coexistence is invoked, one surely would not say that the pendu­
lum’s having a period of two seconds was causedby the fact that it had a length
of 100 centimeters.

One further point deserves notice here. The law for the simple pendulum
makes it possible not only to infer the period of a pendulum from its length,
but also conversely to infer its length from its period; in either case, the inference
is of the form (D-N). Yet a sentence stating the length of a given pendulum,
in conjunction with the law, will be much more readily regarded as explaining
the pendulum’s period than a sentence stating the period, in conjunction with
the law, would be considered as explaining the pendulum’s length. This
distinction appears to reflect the idea that we might change the length of the

20. For more detailed accounts of the notions of causality and of deterministic theory
and deterministic system, see. for example, Fcigl (1953); Frank (1957), chapters 11 and 12;
Margenau (1950). Chapter 19: NagCI (1961), pp. 73-78 and chapters 7 and 10.
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pendulumat will and thus control its period as a “dependent variable,” where­
asthe reverseprocedure does not seem possible.21This conception isquestionable,
however; for we can also change the period of a given pendulum at will,
namely, by changing its length. It cannot validly be argued that in the first
casewe have a change of length independently of a change of the period, for
if the locationof the pendulum remains fixed, then its length cannot be changed
without also changing the period. In cases such as this, the common-sense
conception of explanation appears to provide no clear grounds on which to
decide whether a given argument that deductiver subsumes an occurrence
under laws is to qualify as an explanation.

In the instance just considered, a particular fact was explained, not by
causalantecedentsbut by reference to another contemporaneous fact. It might
even be argued that sometimes a particular event can be satisfactorily explained
by referenceto subsequent occurrences. Consider, for example, a beam of light
that travels from a point A in one optical medium to a point B in another,
which borders upon the first along a plane. Then, according to Fermat’s
principle of least time, the beam will follow a path that makes the traveling
time from A to B a minimum as compared with alternative paths available.
Which path this is will depend on the refractive indices of the two media;
we will assume that these are given. Suppose now that the path from A to
B determined by Fermat’s principle passes through an intermediate point
C. Then this fact may be said to be D-N explainable by means of Fermat’s law
in conjunction with the relevant data concerning the optical media and the
information that the light traveled from A to B. But its “arrival at B,” which
thus servesas one of the explanatory factors, occurs only after the event to be
explained, namely, the beam’s passing through C.

Any uneasinessat explaining an event by reference to factors that include
lateroccurrencesmight spring from the idea that explanations of the more fami­
liar sort, such asour earlier examples, seem to exhibit the explanandum event as
having been brought about by earlier occurrences; whereas no event can be
said to have been brought about by factors some of which were not even
realized at the time of its occurrence. Perhaps this idea also seems to cast
doubt upon purported explanations by reference to simultaneous circum­
stances.But, while such considerations may well make our earlier examples of
explanation, and all causal explanations, seem more natural or plausible, it
is not clear what precise construal could be given to the notion of factors
“bringing about” a given event, and what reason there would be for denying

21. In this connection, the discussion of causal statements as recipes for producing I
a given effect, in Gasking (1955).
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the status of explanation to all accounts invoking occurrences that temporally
succeed the event to be explained.22

2.3 THE ROLEor LAWS IN EXPLANATION.The D-N model, as we have seen,

assigns to laws or theoretical principles the role of indispensable premises in
explanatory arguments. I will now consider some alternative conceptions of
the role of laws in explanation.
2.3.1. The Conception qf Laws as Inference Rules. One recently influential view
construes laws and theoretical principles as inference rules in accordance with
which particular statements of empirical fact may be inferred from other such
statements.

Thus Schlick once held the view, for which he gave credit to Wittgenstein,
that “basically a natural law does not have the logical character of a ‘proposi­
tion' but represents ‘a direction for the formulation of propositions’.”23 Schlick
espoused this idea largely because he held at the time that a genuine statement
must be capable of strict verification by particular experiential findings—a
requirement evidently not met by general laws, which pertain to indefinitely
many particular cases. But the requirement of strict verifiability for sentences
that are to qualify as empirically significant has long since been abandoned as
too restrictive,24and it surely constitutes no good reason for construing laws as
rules rather than as statements.

In a somewhat different vein, Ryle has characterized law statements as
statements which are true or false, but which characteristically function
as inference licenses authorizing inferential moves from the assertion of some
factual statements to the assertion of others.25 This conception has inHuenced
the views of several other writers on the role of laws in scientific and historical

explanation. Dray, for example, has offered some interesting considerations in
support of it with special reference to historical explanation. He points out
that since an explanation of a concrete historical event will usually have to take
into account a large set of relevant factors, the corresponding covering law may
well be so highly qualified as to possess only one single, instance namely, the

22. For further observations on this issue, SchefHer (1957).
23. Schlick (1931), p. 190 of English translation. See also the discussion of this idea by

Toulmin, who accepts it with certain qualifications (1953, pp. 90-105), and who develops,
in a somewhat similar spirit, an extensive analogy between physical theories and maps
(1953. chapter 4). For illuminating comments on Toulmin's views. and on the problem
in general, see Nagel's review of Toulmin's book in Mind ()3,pp. 403-12 (1954), reprinted in
Nagel (1956), pp. 303-15.

24.‘ For details. see the essay “Empiricist Criteria of Cognitive Significance: Problems
and Changes," in this volume.

25. Cf. Ryle (1949). pp. 121-123 and Ryle (1950).
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occurrence it explains. But under these circumstances, Dray questions the
propriety of applying the term ‘law’, whose ordinary use “has ‘other cases'
built right into it.”“ He holds, therefore, that though, when offering the ex­
planation ‘13because C1, C2, . . . , Cn’, the historian “commits himself to the
truth of the covering general statement, 'If Cl . . . C" then 13', . . . the statement
thus elicited... is surely nothing more than a formulation of the principle
of the historiau’sin erence when he says that from the set of factors specified, a
resultof this kind could reasonably be predicted. The historian’s inference may
be said to be in accordancewith this principle. But it is quite another matter to
saythat his explanation entails a corresponding empirical law."27Dray conceives
of such principles of inference as being “general hypotheticals” of the form
‘ifp then q’; and he holds that “to claim simply that a ‘general hypothetical’
lurks implicitly in the historian’s explanation is to claim considerablyless than
covering law theorists generally do"; for if the general hypothetical is con­
strued as an inference license in Ryle’s sense, then Hto say that the historian’s
explanationcommits him to the covering ‘law’ is merely to say that it commits
him . . . . to reasoning in a similar way in any further cases which may turn up,
sincehe claims universal validity for the corresponding argument, ‘p so q’."33

But surely, to claim universal validity for this argument scheme is to assert
by implication, the general statement ‘Whenever p and q', and vice versa:
there is no difference in the Istrength of the claims, but only in the mode of
expressingthem. And if the general statement has only one instance, then so
does the corresponding rule, and one might with equal justice question the
proprietyof qualifying the latter as a principle of inference, on the ground that
the idea of such a principle or rule, no less than the idea of a law, carries with
it a suggestion of generality.

In his remarks on the number of instances of a law, Dray seems to view a
historicalexplanation as using only one general hypothetical, namely, in effect,
a “minimum covering law" of the kind mentioned earlier. As a rule, however,
an explanation will rely on a more or less comprehensive set of laws, each of
which has many instances, and of which the narrower covering law is simply
a highly specific consequence. But suppose that a given explanation does rely
on just one highly specific generalization that has only one instance. Can that
generalization be qualified as a law: Our discussion in section 2.1 bears on this
question, and it will suffice to add here only a few brief remarks. Suppose that
an attempt were made to explain Hitler’s decision to invade Russiaby means
of the generalization ‘Anyone exactly like Hitler in all respects, and facing

26. Dray (1957), p. 40.
27. Dray (1957), p. 39. Italics the author's.
28. Dray (1957), p. 41. Italics supplied.
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exactly the same circumstances, decides to invade Russia’. This clearly affords
no explanation because the general statement invoked is equivalent to the
sentence ‘Hitler decided to invade Russia’, which is not a general sentenceat all,
and which simply restates the explanandum; for being exactly like Hitler in
all respects is the same thing as being identical with Hitler. Thus, the proposed
generalization is nonlawlike because it is not essentially generalized.

But a general statement—such as one of the highly specific covering laws
envisaged by Dray—may well have only one instance without being logically
equivalent to a singular sentence. This feature, as we noted earlier, would not
deprive the generalization of lawlike status and potential explanatory power.

The arguments here briefly considered, then, do not lend much support to
the conception of laws and theoretical principles as rules or principles of in­
ference. On the other hand, there are some considerations which clearly mili­
tate against this construal.

First, in the writings of scientists, laws and theoretical principles are treated
as statements. For example, general statements are used in conjunction with
singular statements about particular facts to serve as premisesfrom which other
statements about particular facts are inferred; similarly, statements of general
form, such as laws of narrower scope, often appear as conclusionsderived from
more comprehensive laws. Again, general laws or theoretical principles are
accepted or rejected on the basis of empirical tests in much the same way as
statements of particular facts, such as those concerning the constitution of the
earth’s interior, for example.

Indeed—and this brings us to a second difficulty—the distinction here
presupposed between singular sentences on the one hand and general sentences
on the other has no precise meaning in reference to statements formulated in
a natural language. For example, the statement that the earth is a sphere may
be regarded as a singular sentence of the form ‘Sc’, which assigns to a particular
object, the earth, a certain property, sphericity. But it may also be construed as
a general statement, e.g., as asserting that there is a point in the interior of the
earth from which all the points on its surface have the same distance. Similarly,
the statement that a given crystal of salt is soluble in water may be construed
as a singular statement ascribing solubility to a particular object, or, alterna­
tively, as a statement of general character, asserting or implying that the given
crystal will dissolve at any time upon being put into water.

A precise distinction of the kind here in question can be drawn if (i) the
statements to be classifiedare expressed in a suitably formalized language that
provides for quantificational notation, and (ii) every extra-logical term of the
language is characterized either as primitive or as defined, each defined term
possessing a unique definition in terms of primitives. A sentence of such a lan­
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guage may then be said to be essentially singular if it is logically equivalent to
a sentencecontaining no defined terms and no quantifiers; all other sentences
will be essentiallygeneral. The sentence ‘The earth is spherical' will then be
essentiallysingular if, for example, both ‘the earth' and ‘spherical’ count as
primitiveterms of the language in which our statements are formulated; it will
be essentiallygeneral if, for example, ‘spherical’ is defined by an expression
containing one or more noneliminable quantifiers.

But even if we assume that a precise dividing line between singular and
general statements has been drawn in this or a similar manner, the proposal
to construegeneral statements as inference rules connecting singular statements
stillfacesanother, more serious difficulty: the formulation of law statements as
inference rules proves difficult, if not impossible, and the resulting system
of rules is awkward, to say the least. To be sure, a statement of the simple
form‘AllF are G’, or ‘(x) (Fx: Gx)’, where ‘F' and ‘G’ are primitive predicates
in the sensejust explained, might be replaced by a rule licensing inferential
transitionfrom any sentence of the form ‘Fi’ (which is singular, i.e., quantifier­
free)to the corresponding sentence of the form ‘Gi’. But scientific explanations
are often based on laws of a more complex structure; and for these, recasting
in the form of inference rules connecting singular statements becomes proble­
matic. Take the law, for example, that every metal has a specific melting
point (at atmospheric pressure); i.e., that for every metal there exists a temp­
erature T such that at any lower temperature and at no higher temperature
the metal is solid at atmospheric pressure. The corresponding inference rule
could not be construed as authorizing the transition from any sentence of the
form ‘1'isa metal’ to the sentence ‘there is a temperature Tsuch that at any lower
temperature, but at no higher one, i is solid at atmospheric pressure’; for the
conclusionthus obtained is not a sentence of singular form, but a statement
involving both existential and universal quantifiers. Indeed, the subclauses ‘at
any temperature below T, i is solid’ and ‘at any temperature above T, i is
nonsolid’have themselves the universal form of a law, and the general con­
ception here under discussion would therefore seem to require that they in
turn be construed as inference rules rather than as statements. But in the given

context, this is not possible since they are qualified by the existential-quantifier
phrase ‘there is a temperature T such that. . . .’. In sum, the given law cannot
be construed as tantamount to a rule establishing certain inferential connections
among singular sentences. This is not to say that the law permits no such
inferences:indeed, with its help (i.e., using it as an additional premise), we can
infer from the statement ‘this key is metal and is not liquid at 80°C and atmos­
pheric pressure' further descriptive statements to the effect that the key won't
be liquid at 74°C, 30°C, and other specific temperatures below 80°C, at at­
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mospheric pressure. But these and similar inferential connections among
singular statements which are mediated by the given law clearly do not exhaust
its content; for, as we noted, the law also establishes connections, for example,

between singular sentences (‘I’is a metal’) and quantified ones (‘there is a tem­
perature T such that. . . .').

It may even happen that of two or more laws of complex form, nonetaken
by itself establishes any inferential connections among singular sentences,
whereas jointly they do. For example, two sentences of the form ‘(x) [FxD
(3y)ny]’ and ‘(x)[(3y)(Racy): Gx]' jointly permit the inference from ‘Fi’to
‘Gi’; but, individually, neither of them establishes any connection among
singular sentences. Thus, the totality of inferential transitions among singular
sentences that are made possible by a set of laws or theoretical principlesmay
far exceed the (logical- or class-) sum of the inferential connections established,
among the same singular sentences, by the laws or theoretical principles indi—
vidually. Hence, if one were to insist on construing scientific laws and theo­
retical principles as extralogical inference rules, licensing certain transitions
among singular sentences, then one would have to do so, not for each of the
laws and theoretical principles individually, but at once for the entire set of
laws and principles assumed in a given context. No doubt the simplestway
of doing this would be to formulate just one extralogical rule, authorizing
all and only those transitions among singular statements which can be effected
by using only purely logical rules of inference and by treating the laws and
theoretical principles “as if ” they were statements capable of functioning as
additional premises in deductive arguments. But to adopt this rule would be
simply to pay lip service to the construal of laws as rules rather than as state­
ments.”

In sum, then, there is serious doubt, on purely logical grounds, whether
all laws and theoretical principles can be adequately construed as inference
rules. And even in the cases where this is possible, the preceding considerations

29. It is of interest to note here that Carnap, in his theory of logical syntax, explicitly
provides for the possibility of constructing languages with extralogical rules of inference;
see Carnap (1937), section 51. He calls the latter physical rules or P-rules. But he does not claim
that all general laws or theoretical principles can be construed as such rules; and he emphasizes
that the extent to which P-rules are to be countenanced in constructing a language will be a
matter of convenience. For example, if we use P—rules,then the discovery of empirical
phenomena that “confiict” with our previously accepted theories may oblige us to alter the
rules of inference, and thus the entire formal structure, of our scientific language; whereasin
the absence of P-rules, only a modification of some previously accepted theoretical statements
is called for. W. Sellars (1953), (1958), also has advocated the admission of material rules
of inference in connection with his analysis of subjunctive conditionals.

For a lucid survey and critical appraisal of various reasonsthat have been adduced in support
of construing general. laws as inference rules see Alexander (1958).
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suggest that it would be simpler and more helpful, for a clarification of the
issueswith which we are here concerned, to construe general laws and theo­
reticalprinciplesas statements: hence this course will be followed from here on.
2.3.2 The Conceptionof Laws as Role-justifying Grounds for Explanations. Another
conceptionthat would normally preclude the mention of laws in an explanation
has been set forth by Scriven,30 who argues that in so far as laws are relevant
to an explanation, they will usually function as “role-justifying grounds” for it.
This conception doubtless reflects the view that, as Ryle has put it, “Explana­
tions are not arguments but statements. They are true or false."31Explanations
might then take the form ‘q because 19’,where the ‘p'-clausc mentions particular
factsbut no laws; and the kind of explanation represented as an argument in
our schema (D-N) would be expressed by a statement of the form ‘13because
C1, C2, . . . , Ck.’ The citation of laws is appropriate, according to Scriven,
not in response to the question ‘Why qe’, which ‘q because p’ serves to answer,
but rather in response to the quite different question as to the grounds on which
the factsmentioned in the ‘p’-clause may be claimed to explain the facts referred
to in the ‘q’-clause.To include the relevant laws in the statement of the expla­
nation itself would be, according to Scriven, to confound the statement of an
explanationwith a statement of its grounds.

Now it is quite true that in ordinary discourse and also in scientific contexts,
a question of the form ‘Why did such-and—such an event happene’ is often
answered by a because-statement that cites only certain particular facts—even
in caseswhere the relevant laws could be stated. The explanation statement
‘The ice cube melted because it was Heating in water at room temperature’ is
an example. But as this sentence equally illustrates, an explanation as ordinarily
formulath will often mention only some of a larger set of particular facts
whichjointly could explain the occurrence in question. It will forego mention
of other factors, which are taken for granted, such as that the water as well as
the surrounding air remained approximately at room temperature for an
adequate time. Hence, in order to justify attributing an explanatory role to
the facts actually specified, one would have to cite here not only certain laws,
but also the relevant particulars that had not been explicitly mentioned among
the explanatory facts. Thus it is not clear why only laws should be singled out
for the function of role-justification.32 And if statements of particular fact were
equally allowed to serve as role-justifying grounds in explanations, then the
distinction between explanatory facts and role-justifying grounds would
become obscure and arbitrary.

30. Scriven (1959), especially section 3.1.
31. Ryle (1950), p. 330.
32. The same point has been made by Alexander (1958, section I).
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Scriven goes beyond relegating explanatory laws to the place of role­
justifying grounds: He holds that we can sometimes be quite certain of a given
explanation without being able to justify it by reference to any laws; in hisown
words, “certain evidence is adequate to guarantee certain explanations without
the beneht of deduction from laws."33 One of his examples is this:

As you reach for the dictionary, your knee catches the edge of the table and thus
turns over the ink-bottle, the contents of which proceed to run over the table’s
edge and ruin the carpet. If you are subsequently asked to explain how the carpet
was damaged you have a complete explanation. You did it, by knocking over the
ink. The certainty of this explanation is primeval. It has absolutely nothing to do
with your knowledge of the relevant laws of physics; a cave-man could supply
the same account and be quite as certain of it. . . . If you were asked to produce the
role-justifying grounds for your explanation, what could you doe You couldnot
produceany true universal hypothesis in which the antecedent was identifiany present
(i.e., which avoids such terms as “knock hard enough"), and the consequent is the
effect to be explained.“

At best, Scriven continues, one could offer a vague generalization to the
effect that if you knock a table hard enough, it will cause an ink-bottle not too
securely placed on it to spill over provided that there is enough ink in it. But
this needs tightening in many ways, and, Scriven claims, it cannot be turned
into a true universal hypothesis which, for the example in question, would
“save the deductive model." In particular, physics cannot be expected to yield
such a hypothesis, for “the explanation has become not one whit more certain
since the laws of elasticity and inertia were discovered."35

Undeniably, in our everyday pursuits and also in scientific discussions,we
often offer or accept explanatory accounts of the sort illustrated by Scriven’s
example. But an analytic study of explanation cannot content itself with simply
registering this fact: it must treat it as material for analysis; it must seek to
clarify what is claimedby an explanatory statement of this sort, and how the
claim might be supported.And, at least to the fIrst question, Scriven offers no ex­
plicit answer. He does not tell us just what, on his construal, is asserted by the
given law-free explanation; and it remains unclear, therefore, precisely what
claim he regards as having primeval certainty, for cave-man and modern
physicist alike. Presumably the explanation he has in mind would be expressed
by a statement roughly to the effect that the carpet was stained with ink
because the table was knocked. But, surely, this statement claims by impli­
cation that the antecedent circumstancesinvoked were of a kind which generally
yields effects of the sort to be explained. Indeed, it is just this implicit claim

33. Scriven (1959), p. 456.
34. Loc. cit. italics the author's.
35. Loc._cit.
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of covering uniform connections which distinguishes the causalattribution here
made from a mere sequential narrative to the effect that first the table was
knocked, then the bottle tipped over, and finally the ink dripped on the rug.
Now, in a casesuch as the spilling of the ink, we feel familiar, at least in a general
manner,with the relevant uniform connections even though we may not be able
to statethem precisely, and thus we are willing to take them for granted without
explicitmention. On the other hand, there are various conceivable, particular
antecedentsany one of which might, by virtue of roughly the same general
uniformities,account for the tipping over of the ink bottle: I might have
knockedthe table, the cat might have pushed the ink bottle, the curtain might
havebrushed against the bottle in a breeze, and so forth. Thus, the question of
how the ink spot got on the rug will usually be aimed at eliciting information
about the particular antecedents that led to the damage; and it might seem,
therefore,that an explanation need have nothing to do with uniformitiesor laws.
But this appearance surely does not refute the view that any particular explan­
atory claim made in terms of antecedent circumstances still presupposes suitable
covering laws.

This brings us to a crucial question posed by Scriven’s argument. Is it
possibleto specify, in the given case, a set of laws which would actually provide
role-justification,by enabling us to deduce the explanandum, given the infor­
mation about the antecedent explanatory eventse The question cannot be
answeredunequivocally because it is too vague. Assuming that the explanatory
statement takes the form ‘q because p’, we have not been told precisely what
takes the places of ‘p’ and of ‘q’ in the case of the overturned ink bottle. If,
for example, the ‘p’-statement were taken to include the information that a
full, uncorked, ink bottle was in fact knocked over, and if the ‘q’-statement

reported merely that the ink leaked out, then some elementary laws in the
mechanicsof fluids might well provide adequate nomological support for the
explanatory statement. If, by contrast, the ‘q’-statement is taken to specify,
not only that the ink spilled out, but also that it produced a stain of specified
sizeand shape on the rug, then, to be sure, no laws are known that would
permit the inference from the ‘p'-statement (in any plausible construal) to this
‘q’-statement.But, just for this reason, an account of the sort suggested by
Scriven'sexample would not be regarded as explaining the size or the shape of
the ink stain at all.

No doubt, the explanatory claim envisaged by Scriven lies between these
extremesand is roughly to the effect that the rug was stained because the table,
with an open bottle of ink standing on it, was caught and lifted by my knee.
This claim might be paraphrased by saying that there are laws connecting the
presenceof an ink stain on the rug with certain antecedent circumstances,
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which include an open bottle of ink standing on the table, and the fact that the
table’s edge was lifted. And there seems to be no reason to doubt the possibility
of adducing or establishing a gradually expanding set of laws which would
afford an increasingly accurate and detailed explanation of the phenomenon
at hand.

We might say, in agreement with Scriven, that these laws would lend
support or justification to the given because-statement. But we should note
also that an expansion of the set of supporting laws will normally call for a
corresponding expansion of the set of antecedent circumstances which have
to be taken into account, and thus, strictly, for a modification of the explanatory
because-statement itself.

Furthermore, the task of establishing the statements, whether of laws or of
particular facts, which may thus be invoked in support of a because-statement
comes clearly within the domain of scientific inquiry; hence it cannot reasonably
be argued that progress in physical or chemical research has no significancefor
the explanation at hand. Thus Scriven’s cave man, or perhaps a child, might
well assume that when any opaque liquid is poured on any kind of textile it
will soak in and produce a stain; which would lead him to expect a stain when
mercury is dropped on a rug or when ink is poured on a specially treated
nonstaining textile. And if his explanation or understanding of the ink stain
on the rug presupposes that assumption then it would plainly be far from
primevally certain: it would be false.

In sum then, the claim that the cave man could explain the staining of the
rug with the same “certainty” as a modern scientist loses its initial striking
plausibility when we ask ourselves precisely what the explanation would
assert and what it would imply, and when we make sure it is not simply taken
to be a narration of selected stages in the process concerned. An explanation
may well be put into the form of a sequential narrative, but it will explain
only if it at least tacitly presupposes certain nomic connections between the
different stages cited. Such “genetic” explanations will be examined more
closely later in this essay.

In the preceding discussion we have construed an explanatory statement of
the form ‘4}because p’ as an assertion to this effect: p is (or was) the case, and
there are laws (not explicitly specified) such that the statement that q is (or was)
the case follows logically from those laws taken in conjunction with the state­
ment of p and perhaps other statements, which specify antecedents not included
in p but tacitly presupposed in the explanation. In his discussion of the ex­
planatory role of laws, Scriven considers the closely related idea that when we
are able to specify the cause of a particular event such as the staining of the rug,
“we are in a position to judge, not that certain specifiable laws apply, but that
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somelaws must apply.” And he objects that “it is very odd to say this rather than
that we can sometimes be quite sure of causal statements even when we do not
know any relevant laws. This capacity for identifying causes is learnt, is better
developed in some people than in others, can be tested, and is the basis for
what we call judgments.”3‘

But this surely is no telling objection. For first of all, if the thesis is to have
a clear meaning we need to know exactly what is meant by ‘identifying the
causeof a particular event', and how, accordingly, the capacity for identifying
causesmay be tested: and Scriven does not provide this information.

Secondly, the conception that a statement of the form ‘q because p’ asserts,
by implication, the existence of certain covering laws is by no means incom­
patible with the view that people may have a capacity for causal judgment
even when they are unable to specify suitable covering laws or to explicate
the notion of cause they are using. Consider a parallel: An experienced carpen­
ter or gardener may have a capacity for judging very accurately the size of the
area enclosed by a given circular line without being able to give an analytic
definitionof the area of a circle in terms of the convergent seriesformed by the
areasof certain inscribed or circumscribed polygons. But this surely would not
justify the claim that therefore, at least in the specific cases accessible to the
judgments of skilled craftsmen, the mathematical analysis of the concept of the
area of a circle is irrelevant or does not apply. Similarly a physician, a garage
mechanic,or an electrician may have a remarkable capacity for judging what
causestrouble in a particular case without always being able to adduce general
lawssupporting the diagnosis, and indeed without even believing that the latter
presupposesthe existence of such laws. But this acknowledgment does not
warrant the conclusion that it is impossible or inappropriate to construe the
causalstatements in question as making reference to, or at least implying the
existenceof, corresponding laws.

Eventhe way in which causal statements based on such practical “judgment”
are tested and substantiated indicates that they make, at least implicitly, a claim
of general character. Thus, the assertion that a certain therapeutic measure
causedimprovement in a given case would require corroboration by similar
results in similar cases, so as to rule out the possibility of a mere coincidence
as contradistinguished from a causal connection.

But, sinceexplanatory accounts are often formulated as ‘because’-statcments,
shouldwe not at least introduce a further model, which construes explanations
asstatementsof the form ‘q because p’ rather than as arguments? To characterize
a certain type of explanation simply as having that form would surely be

36. 1.0:. cit. italics the author's.
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insufficient: the chief task of the contemplated model would be to clarifythe
meaning of the word ‘because' in explanatory contexts, and this requires
further analysis. To claim that we can sometimes proffer explanations of the
form ‘q becausep' with complete certainty, or that they can be guaranteedby
suitable kinds of evidence without the benefit of laws, is to sidestep this issue;
indeed, the claim cannot even be assessed independently of an analysisof the
explanatory use of the word ‘because’. The paraphrasing of because-statements
suggested above is rather vague and no doubt capable of improvement, but
at least it seems to me correct in exhibiting the assumption of lawlike connections
implicit in such explanatory formulations.

2.4 EXPLANATIONAS POTENTIALLYPREDICTIVE. Because of its essential reliance

on laws and theoretical principles, D-N explanation may be expected to show
a close affinity to scientific prediction; for laws and theoretical principles,
making general claims, range also over cases not as yet examined and have
definite implications for them.

The affinity in question is vividly illustrated in the fourth part of the Dia­
logues Concerning Two New Sciences. Here, Galileo develops his laws for the
motion of projectiles and deduces from them the corollary that if projectiles
are fired from the same point with equal initial velocity, but different elevations,
the maximum range will be attained when the elevation is45°.Then, Galileohas
Sagredo remark: “From accounts given by gunners, I was already aware of
the fact that in the use of cannon and mortars, the maximum range. . . is
obtained when the elevation is 45°. . .; but to understand why this happens far
outweighs the mere information obtained by the testimony of others or even
by repeated experiment."37 The reasoning that affords such understanding can
readily be put into the form (D-N); it amounts to a deduction, by logicaland
mathematical means, of the corollary from a set of premises that contains (i)
the fundamental laws of Galileo’s theory for the motion of projectiles and (ii)
particular statements specifying that all the missiles considered are fired from
the same place with the same initial velocity. Clearly, then, the phenomenon
previously noted by the gunners is here explained, and thus understood,by
showing that its occurrence was to be expected under the specified circumstances
in view of certain general laws set forth in Galileo’s theory. And Galileo himself
points with obvious pride to the predictionsthat may in like fashion be obtained
by deduction from his laws; the latter imply “what has perhaps never been
observed in experience, namely, that of other shots those which exceed or fall
short-of 45° by equal amounts have equal ranges." Thus, the explanation

37. Galilci (1946), p. 265.
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afforded by Galileo’s theory "prepares the mind to understand and ascertain
other facts without need of recourse to experiment,"33 namely, by deductive
subsumption under the laws on which the explanation is based.

Checking the predictions thus derived from the general laws or theoretical
principles invoked in an explanation is an important way of testing those
"covering" generalizations, and a favorable outcome may lend strong support
to them. Consider, for example, the explanation offered by Torricelli for a fact
that had intrigued his teacher Galileo; namely, that a lift pump drawing water
from a well will not raise the water more than about 34 feet above the surface
of the well.” To account for this, Torricelli advanced the idea that the air

above the water has weight and thus exerts pressure on the water in the well,
forcing it up the pump barrel when the piston is raised, for there is no air
inside to balance the outside pressure. On this assumption the water can rise

only to the point where its pressure on the surface of the well equals the pressure
of the outside air on that surface, and the latter will therefore equal that of a

water column about 34 feet high.
The explanatory force of this account hinges on the conception that the

earth is surrounded by a “sea of air" that conforms to the basic laws governing
the equilibrium of liquids in communicating vessels. And because Torricelli’s
explanation presupposed such general laws it yielded predictions concerning as
yet unexamined phenomena. One of these was that if the water were replaced
by mercury, whose specific gravity is about 14 times that of water, the air
should counterbalance a column about 34/14 feet, or somewhat less than 2'}

feet, in length. This prediction was confirmed by Torricelli in the classicexperi­
ment that bears his name. In addition, the proposed explanation implies that at

increasing altitudes above sea level, the length of the mercury column sup­
ported by air pressure should decrease because the weight of the counter­
balancing air decreases. A careful test of this prediction was performed at the
suggestion of Pascal only a few years after Torricelli had offered his explanation:
Pascal’sbrother-in-law carried a mercury barometer (i.e., essentiallya mercury
column counterbalanced by the air pressure) to the top of the Puy—de-Dome,
measuring the length of the column at various elevations during the ascent
and again during the descent; the readings were in splendid accord with the

rediction.“0

The inferencesby which such predictions are obtained are again of deductive­

38. Lac. (it.

39. The following account is based on the presentation of this case in Conant (1951),
chapter 4.

40. Pascal’sown account and appraisalof the “great experiment”is reprintedin
translation in Moulton and Schifferes (1945), pp. 145-53.
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nomological form: The premises comprise the explanatory laws in question
(in our last example, especially Torricelli’s hypothesis) and certain statements
of particular fact (e.g., that a barometer of such and such construction will be
carried to the top of a mountain). Let us refer to predictive arguments of the
form (D-N) as D-N predictions. In empirical science many predictive argu­
ments are of this kind. Among the most striking examples are forecasts,based
on the principles of celestial mechanics and of optics, concerning the relative
positions of the Sun, the Moon, and the planets at a given time, and concerning
solar and lunar eclipses.

It may be well to stress here that while the principles of classicalmechanics
or other deterministic laws or theories afford the basis for very impressive
D-N explanations and predictions, the additional premises required for this
purpose must provide not only a specification of the state of the system at some
time to earlier than the time II for which the state of the system is to be inferred,
but also a statement of the boundary conditions prevailing between to and t1;
these specify the external influences acting upon the system during the time
interval in question. For certain purposes in astronomy the disturbing influence
of celestial objects other than those explicitly considered may be neglected
asinsignificant, and the system under consideration may be treated as “isolated”;
but this should not lead us to overlook the fact that even those exemplars of
deductive-nomological prediction do not enable us to forecast future events
strictly on the basis of information about the present: the predictive argument
also requires certain premises concerning the future—cg, absence of disturbing
influences, such as a collision of Mars with an unexpected comet; and the
temporal scope of these boundary conditions must extend up to the very time
of occurrence of the predicted event. The assertion therefore that laws and
theories of deterministic form enable us to predict certain aspects of the future
from information about the present has to be taken with a grain of salt. Anal­
ogous remarks apply to deductive-nomological explanation.

Since in a fully stated D-N explanation of a particular event the explanans
logically implies the explanandum, we say may that the explanatory argument
might have been used for a deductive prediction of the explanandum—event
the laws and the particular facts adduced in its explanans had been known and
taken into account at a suitable earlier time. In this sense, a D-N explanation
is a potential D-I\\I prediction.

This point was made already in an earlier article by Oppenheim and myself,‘1
where we added that scientific explanation (of the deductiveQ-nomological
kind) differs from scientific prediction not in logical structure, but in certain

41. Hempel and Oppenheim (1948), section 3.
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pragmatic respects. In one case, the event described in the conclusion is known
to have occurred, and suitable statements of general law and particular fact
aresought to account for it; in the other, the latter statements are given and the
statement about the event in question is derived from them before the time
of its presumptive occurrence. This conception, which has sometimes been
referred to as the thesis (3fthe structural identity (or of the symmetry) of expla­
nationandprediction,has recently been questioned by several writers. A consider­
ation of some of their arguments may help to shed further light on the issusc
involved.

To begin with, some writers“2 have noted that what is usually called a
prediction is not an argument but a sentence. More precisely, as Scheiiicr has
pointed out, it is a sentence-token, i.c., a concrete utterance or inscription of

a sentencepurporting to describe some event that is to occur after the produc­
tion of the token."3 This is certainly so. But in empirical science predictive
sentencesare normally established on the basis of available information by
meansof arguments that may be deductive or inductive in character; and the
thesisunder discussion should be understood, of course, to refer to explanatory

and predictive arguments.
Thus construed, the thesis of structural identity amounts to the conjunction of

two sub-theses,namely (i) that every adequate explanation is potentially a prediction
in the sense indicated above; (ii) that conversely every adequate prediction is
potentiallyan explanation. I will now examine a number of objections that have
been raised against the thesis, dealing first with those which, in effect, concern
the first sub-thesis, and then with those concerning the second sub—thesis.I
will argue that the first sub-thesis is sound, whereas the second one is indeed
open to question. Though the following considerations are concerned princi­
pally with D-N explanation, some of them are applicable to other types of
explanationas well. The adequacy of the structural identity thesis for the case
of statisticalexplanation will be examined in detail in section 3.5.

The first sub-thesis, as has already been noted, is an almost trivial truth in
the case of D-N explanation, since here the explanans logically implies the
explanandum. But it is supported also by a more general principle, which
applies to other types of explanation as well, and which expresses, I would
submit, a general condition of adequacy for any rationally acceptable explanation
ofa particularevent.That condition is the following: Any rationally acceptable
answer to the question ‘Why did event X occure’ must offer information

42. See Schcf‘Her(1957), section 1 and (1963), Part 1, sections 3 and 4; Scrivcn (1962), p.
177.

43. C]. SchefHer (1957). section 1. For a more detailed study of explanation and pre­
diction in the light of the type-token distinction, see Kim (1962).
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which shows that X was to be expected—if not definitely, as in the caseof
D-N explanation, then at least with reasonable probability. Thus, the expla­
natory information must provide good grounds for believing that X did in
fact occur; otherwise, that information would give us no adequate reasonfor
saying: “That explains it—that does show why X occurred." And an expla­
natory account that satisfies this condition constitutes, of course, a potential
prediction in the sense that it could have served to predict the occurrenceofX
(deductiver or with more or lesshigh probability) if the information contained
in the explanans had been available at a suitable earlier time.

The condition of adequacy just stated can be extended, in an obvious
manner, to explanations concerned, not with individual events, but with
empirical uniformities expressed by putative laws. But such explanationscan­
not well be spoken of as potential predictionssince law-statements purport to
express timeless uniformities and thus make no reference to any particulartime,
Whether past, present, or future.“

It will hardly be necessary to emphasize that it is not, of course, the purpose
of an explanation to provide grounds in support of the explanandum-statement;
for, as was noted in the first section of this essay, a request for an explanation
normally presupposesthat the explanandum—statement is true. The point of the
preceding remarks is rather that an adequate explanation cannot help providing
information which, if properly established, also provides grounds in support
of the explanandum—statement. In the terminology of section 1, we may say
that an adequate answer to an explanation-seeking why-question is always
also a potential answer to the corresponding epistemic why-question.

The converse, however, does not hold; the condition of adequacy is neces­
sary but not sufficient for an acceptable explanation. For example, certain
empirical findings may give excellent grounds for the belief that the orientation
of the earth’s magnetic field shows diurnal and secular variations, without in
the least explaining why. Similarly, a set of experimental data may strongly
support the assumption that the electric resistence of metals increases with their
temperature or that a certain chemical inhibits the growth of cancer cells,
without providing any explanation for these presumptive empirical regularities.
The predictive inferences here involved are inductive rather than deductive;
but what bars them from the status of potential explanations is not their in­
ductive character (in section 3, we will deal with inductive arguments that
afford perfectly good scientific explanations), but the fact that they invokeno
laws or theoretical principles, no explanatory statements that make a general
claim. Reliance on general principles, while perhaps not indispensable for

44. This point is made, for example, by Scriven (1962), pp. 179ff.
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prediction, is required in any explanation: such principles alone can give to
whatever particular circumstances may be adduced the status of explanatory
factors for the event to be explained.

Some of the objections recently raised against the thesis of the structural
identity of explanation and prediction concern in effect the first of its two
sub-theses, which has now been presented in some detail: the claim that any
adequate explanatory argument is also potentially predictive. I will consider
three objections to the effect that there are certain perfectly satisfactory ex­
planations that do not constitute potential predictions.

Scriven has argued that the occurrence of an event X is sometimes quite
adequately explained by means of a “proposition of the form ‘The only cause
of X is A' . . . for example, ‘The only cause of paresis is syphilis’;” this pro­
position enables us to explain why a certain patient has paresis by pointing out
that he previously suffered from syphilis. And this explanation holds good,
according to Scriven, even though only quite a small percentage of syphilitic
patients develop paresis, so that “we must, on the evidence [that a given person
has syphilis], still predict that [paresis] will not occur."“5 But if it does occur,
then the principle that the only cause of paresis is syphilis can “provide and
guarantee our explanation" in terms of antecedent syphilitic infection.“ Thus
we have here a presumptive explanation which indeed is not adequate as a
potential prediction. But precisely because paresis is such a rare sequel of
syphilis, prior syphilitic infection surely cannot by itself provide an adequate
explanation for it. A condition that is nomically necessary for the occurrence
of an event does not, in general, explain it; or else we would be able to explain
a man’s winning the first prize in the Irish sweepstakes by pointing out that

45. Scriven (1959a), p. 480, italics the author’s.
46. Lee. (it. Barker has argued analogously that “it can be correct to speak of explan­

ation in many cases where specific prediction is not possible. Thus, for instance, if the patient
shows all the symptoms of pneumonia. sickens and dies, I can then explain his death—I
know what killed him—but I could not have definitely predicted in advance that he was
going to die; for usually pneumonia fails to be fatal." (1961, p. 271). This argument seems to
me open to questions similar to those just raised in reference to Scriven's illustration. First
of all, it is net clear just what would be claimed by the assertion that pneumonia killed the
patient. Surely the mere information that the patient had pneumonia does not suffice to
explain his death, precisely because in most cases pneumonia is not fatal. And if the ex­
planans is taken to state that the patient was suffering from very severe pneumonia (and
perhaps that he was elderly or weak) then it may well provide a basis at least for a prob­
abilistic explanation of the patient's death—but in this case it obviously also permits pre­
diction of his death with the same probability. For some further observations on Barker’s
argument, see the comments by Feyerabend and by Rudner, and Barker's rejoinders, in
Feigl and Maxwell (1961), pp. 278-85. A detailed critical discussion that sheds further light
on Scriven's paresis example will be found in Griinbaum (1963) and (1963a), chapter 9; see
also Scriven's rejoinder (1963).
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he had previously bought a ticket, and that only a person who owns a ticket
can win the first prize.

A second argument which, like Scriven’s, has considerable initial plausibility
has been advanced by Toulmin“7 by reference to “Darwin’s theory, explaining
the origin of species by variation and natural selection. No scientist has ever
Used this theory to foretell the coming-into-existence of creatures of a novel
species, still less verified his forecast. Yet many competent scientists have
accepted Darwin’s theory as having great explanatory power." In examining
this argument, let me distinguish what might be called the story of evolution
from the theoryof the underlying mechanisms of mutation and natural selection.
The story of evolution, as a hypothesis about the gradual development of
various types of organisms, and about the subsequent extinction of many of
these, has the character of a hypothetical historical narrative describingthe
putative stages of the evolutionary process; it is the associated theory which
provides what explanatory insight we have into this process. The story of evo­
lution might tell us, for example, that at a certain stage in the processdinosaurs
made their appearance and that, so much later, they died out. Such a narrative
account does not, of course, explain why the various kinds of dinosaurswith
their distinctive characteristics came into existence, nor does it explain why
they became extinct. Indeed even the associatedtheory of mutation and natural
selection does not answer the first of these questions, though it might be held
to shed some light on the latter. Yet, even to account {Orthe extinction of the
dinosaurs, we need a vast array of additional hypotheses about their physical
and biological environment and about the species with which they had to
compete for survival. But if we have hypotheses of this kind that are specific
enough to provide, in combination with the theory of natural selection,at
least a probabilistic explanation for the extinction of the dinosaurs, then clearly
the explanans adduced is also qualified as a basis for a potential probabilistic
prediction. The undeniably great persuasivenessof Toulmin’s argument would
seem to derive from two sources, a widespread tendency to regard the basically
descriptive story of evolution as explaining the various states of the process,
and a similarly widespread tendency to overestimate the extent to which even
the theory of mutation and natural selection can account for the details of
the evolutionary sequence.

I now turn to a third objection to the claim that an adequate explanationis
also a potential prediction. It is based on the observation that sometimes the
only ground we have for asserting some essential statement in the explananslies

47. Toulmin (1961), pp. 24-25. Scriven (1959a) and Barker (1961) have offered argu­
ments in the same vein. For a critical discussion of Scriven’s version, see Griinbaum (1963)and
(1963a), chapter 9.
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in the knowledge that the explanandum event did in fact occur. In such cases,
the explanatory argument clearly could not have been used to predict that
event. Consider one of Scriven’s examples.48 Suppose that a man has killed his
wife whom he knew to have been unfaithful to him, and that his action is

explained as the result of intense jealousy. The fact that the man was jealous
might well have been ascertainable before the deed, but to explain the latter,
weneed to know that hisjealousy was intense enough to drive him to murder;
and this we can know only after the deed has actually been committed. Here
then, the occurrence of the explanandum event provides the only grounds we
havefor assertingone important part of the explanans; the explanandum event
couldnot therefore have been predicted by means of the explanatory argument.
In another example,“ Scriven considers an explanation to the effect that the
collapseof a bridge was caused by metal fatigue. This account, he argues, might
be supported by pointing out that the failure could have been caused only by
an excessiveload, by external damage, or by metal fatigue, and that the first
two factors were not present in the case at hand, whereas there is evidence of
metal fatigue. Given the information that the bridge did infact collapse, this would
establishnot only that metal fatigue was at fault but that it was strong enough
to causethe failure. While Scriven's notion of “the only possible cause" of a

givenevent surely requires further elucidation, his example does afford another
illustrationof an explanatory account one of whose constituent hypotheses
is supported only by the occurrence of the event to be explained—so that the
latter could not have been predicted by means of the explanatory argument.

However, the point thus illustrated does not affect at all the conditional
thesisthat an adequate explanatory argument must be such that it could have
servedto predict the explanandum event the information included in the
explananshad been known and taken into account before the occurrence of
that event. What Scriven's cases show is that sometimes we do not know in­

dependentlyof the occurrence of the explanandum event that all the conditions
listed in the explanans are realized. However, this means only that in such
casesour conditional thesis is counterfactual, i.e., that its if—clauseis not satisfied,
but not that the thesis itself is false. Moreover, Scriven's argument does not
even show that in the kind of case he mentions it is logically or nomologically
impossible(impossible by reason of the laws of logic or the laws of nature) for
us to know the critical explanatory factor before, or independently of, the
occurrenceof the explanandum-event; the impossibility appears to be rather a
practicaland perhaps temporary one, reflecting present limitations of knowledge
or technology.

48. Scriven (1959), pp. 468—69.
49. Scriven (1962), pp. 181-87.
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But while it thus leaves our thesis unaffected, Scriven's observation is of

methodological interest in its own right: it shows that sometimes an eventis
explained by means of hypotheses for some of which the fact of its occurrence
affords the only available evidential support. This may happen, as we saw,
when one of the explanatory hypotheses states that a certain relevant factor
was strong enough to bring about the event in question; but the observation
applies also to other cases. Thus the explanation, outlined in section 2.1, of
the appearance and initial growth of the soap bubbles, includes in its explanans
the assumption that a soap film had formed between the plate and the rimsof
the tumblers; and practically the only evidence available in support of this
explanatory assumption is the fact that soap bubbles did emerge from under
the tumblers. Or consider the explanation of the characteristic dark lines in
the absorption spectrum of a particular star. The key assumption in the expla­
nans is that the star’s atmosphere contains certain elements, such as hydrogen.
helium, and calcium, whose atoms absorb radiation of the wave lengths cor­

responding to the dark lines; the explanation relics, of course, on many other
assumptions, including the optical theory that forms the basis for spectroscopy.
and the assumption that the apparatus used is a properly constructed spectro­
scope. But while these latter explanans statements are capable of independent
test and corroboration, it may well be that the only evidence available in
support of the key explanatory hypothesis is the occurrence of the very lines
whose appearance in the spectrum the argument serves to explain. Strictly
speaking, the explanandum event here provides support for the key explanatory
hypothesis only by virtue of the background theory, which connects the pre­
sence of certain elements in the atmosphere of a star with the appearanceof
corresponding absorption lines in its spectrum. Thus, the information that the
explanandum event has occurred does not by itself support the explanatory
hypothesis in question, but it constitutes, as we might say, an essentialpart of
the only evidence available in support of that hypothesis.

Explanations of the kind here considered may be schematically character­
ized as arguments of the form (D-N) in which the information or assumption
that E is true provides an indispensable part of the only available evidential
support for one of the explanans statements, say, C1. Let us call such expla­
nations self-evidcncing.It might be held that the actual occurrence of the expla­
nandum event always provides some slight additional support even for an
explanans whose constituent sentences have been accepted on the basis of
independent evidence, and that in this sense every D-N explanation with
true explanandum is in some measure self—evidencing;but we will apply this
appellation to an explanatory account only if, at the time of its presentation,
the occurrence of the explanandum event provides the only evidence, or an
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indispensablepart of the only evidence, available in support of some of the
explanans-statements.

An explanatory argument of the form (D—N) which is self-evidencing
is not for that reason circular or pointless. To be sure, if the same argument
were adduced in support of the assertion that the explanandum-event did
occur (or, that E is true), then it would be open to the charge of epistemic
circularity. If the argument is to achieve its objective then all the grounds it
adduces in support of E—i.e., C1, C2, . . . , Ck; L1,L2, . . . , L,—would have
to be establishedindependently of E; and this condition is violated here since
the only ground we have for believing or asserting (31includes the assumption
thatE is true. But when the same argument is used for explanatory purposes it
does not claim to establish that E is true; that is presupposed by the question

‘Whydid the event described by E occure’. Nor need a self-evidencing explan­
ation involve an explanatory circle. The information that the explanandum
event has occurred is not included in the explanans (so that the occurrence of

the event is not “explained by itself "); rather it serves, quite outside the ex­
planatory context, as evidence supporting one of the explanans statements.
Thus, an acceptable self-evidencing explanation benefits, as it were, by the
wisdomof hindsight derived from the information that the explanandum event
hasoccurred,but it does not misuse that information so as to produce a circular
explanation.

An explanation that is self—evidencingmay for that reason rest on a poorly
supported explanans and may therefore have no strong claim to empirical
soundness.But even this is not inevitable. In the case of the absorption spectrum

of a star, for example, the previously accepted background information, in­
cluding the relevant theories, may indicate that the dark lines observed occur
onlyif the specified elements are present in the star’s atmosphere; and then
the explanandum, in conjunction with the background information, lends
very strong support to the crucial explanatory hypothesis.

The notion of a self-evidencing explanation can, I think, shed some further
lighton the puzzleillustrated by the explanation of paresis in termsof antecedent
syphilitic infection. Consider another illustration. Some cases of skin cancer
are attributed to intensive ultraviolet irradiation. But this factor very often
does not lead to cancer, so that the information that a person has been ex­
posedto such radiation does not permit the prediction of cancer. Is that infor­
mation alone nevertheless sufficient to explain the development of skin cancer
whenit does follow intensive irradiation? No doubt, an explanation will often
beformulatedso as to mention only the antecedent irradiation; but the under­
lying rationale surely must be more complex. Leaving aside the important
quantitativeaspects of the problem, the crucial point in that rationale can, I
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suggest, be schematically stated as follows: Some, though by no meansall,
individuals have the disposition to develop skin cancer upon exposure to
strong ultraviolet irradiation; let us call these radiation-sensitive. Now, in the
case of explanation, we know that the given individual was exposed to strong
radiation (C1) and did develop cancer of the skin in the affected area (B). But
jointly, these two pieces of information lend support to the assumptionthat
the individual is radiation-sensitive (C2)—an hypothesis that is not supported
in the case of prediction, where C1 is available, but not B. And the two state­
ments C1 and C2 (in combination with the general statement that sensitive
individuals will develop skin cancer when exposed to intensive radiation)do
provide an adequate explanans for E. If the explanation is thus construedas
invoking C2 in addition to C1, it is seen to be self-evidencing, but also to possess
an explanans which would provide an adequate basis for prediction if C2could
be known in advance. That is impossible, of course, as long as the only available
test for radiation-sensitivity consists in checking whether an individual does
develop skin cancer upon intensive irradiation. But, clearly, it is conceivable
that other, independent, tests of radiation-sensitivity might be found and then
C 2might well be established independently of, and even prior to, the occurrence
of the event described by E.

In discussing the structural identity of explanation and prediction, I have
so far considered only the first of the two sub-theses distinguished earlier,
namely, the claim that every adequate explanation is also a potential prediction.
I have argued that the objections raised against this claim fall short of their
mark, and that the fast sub-thesis is sound and can indeed serve as a necessary

condition of adequacy for any explicitly stated, rationally acceptable expla­
nation.

I turn now to the second sub-thesis, namely, that every adequate predictive
argument also affords a potential explanation. This claim is open to question
even in the case of certain predictive arguments that are of deductive-nomo­
logical character, as the following example illustrates. One of the early symp­
toms of measles is the appearance of small whitish spots, known as Koplik
spots, on the mucous linings of the checks. The statement, L, that the appear­
ance of Koplik spots is always followed by the later manifestations of the
measles might therefore be taken to be a law, and it might then be used as a
premise in D-N arguments with a second premise of the form ‘Patient 1'has
Koplik spots at time t’, and with a conclusion stating that i subsequently shows
the later manifestations of the measles. An argument of this type is adequate
for predictive purposes, but its explanatory adequacy might be questioned.
We would not want to say, for example, that i had developed high fever and
other symptoms of the measles because he had previously had Koplik spots.
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Yet this case—and others similar to it—does not constitute a decisive objection
against the second sub-thesis. For the reluctance to regard the appearance of
Koplik spots as explanatory may well reflect doubts as to whether, as a matter
of universallaw, those spots are always followed by the later manifestations of
measles.Perhaps a local inoculation with a small amount of measlesvirus would
produce the spots without leading to a full-blown case of the measles. If this
were so, the appearance of the spots would still afford a usually reliable basis
forpredicting the occurrence of further symptoms, since exceptional conditions
of the kind just mentioned would be extremely rare; but the generalization
that Koplik spots are always followed by later symptoms of the measleswould
not expressa law and thus could not properly support a corresponding D-N
explanation.

The objection just considered concerns the explanatory potential of pre­
dictivearguments of the form (D-N). But the second sub—thesis,in its general
form, which is not limited to D-N predictions, has further been challenged,
particularlyby ScheHler and by Scriven,5o on the ground that there are other
kindsof predictive argument that are adequate for scientific prediction, yet not
for explanation. Specifically, as Scheffler notes, a scientific prediction may be
basedon a finite set of data which includes no laws and which would have no

explanatory force. For example, a finite set of data obtained in an extensive
test of the hypothesis that the electric resistance of metals increases with their
temperaturemay afford good support for that hypothesis and may thus provide
an acceptablebasis for the prediction that in an as yet unexamined instance, a
risein temperature in a metal conductor will be accompanied by an increase
in resistance.But if this event then actually occurs, the test data clearly do not

providean explanation for it. Similarly, a list of the results obtained in a long
seriesof tossingsof a given coin may provide a good basis for predicting the
percentageof Heads and Tails to be expected in the next 1000 tossings of the
samecoin; but again, that list of data provides no explanation for the subsequent
results.Caseslike these raise the question of whether there are not sound modes
of scientificprediction that proceed from particulars to particulars without
benefitofgeneral laws such as seem to be required for any adequate explanation.
Now, the predictive arguments just considered are not deductive but proba­
bilian in character; and the role of probabilistic inference for explanation and
predictionwill be considered more fully in section 3 of this essay. But in regard
to the second sub-thesis of the structural identity claim, let us note this much
here: the predictions in our illustrations proceed from an observed sample
ofa populationto another, as yet unobserved one; and on some current theories

50. Sec Schemer (1957), p. 296 and (1963), p. 42; Scrivcn (1959a), p. 480.
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of probabilistic inference such arguments do not depend upon the assumption
of general empirical laws. According to Carnap’s theory of inductive logic,51
for example, such inferences are possible on purely logical grounds; the in­
formation about the given sample confers a definite logical probability upon
any proposed prediction concerning an as yet unobserved sample.On the
other hand, certain statistical theories of probabilistic inference eschewthe
notion of purely logical probabilities and qualify predictions of the kind here
considered as sound only on the further assumption that the selectionof indi­
vidual casesfrom the total population has the character of a random experiment
with certain general statistical characteristics. But that assumption, when
explicitly spelled out, has the form of a general law of statistic-probabilistic
form; hence, the predictions are effected by means of covering laws after all.
And though these laws do not have the strictly universal character of those
invoked in D-N explanations and predictions, they can serve in an explanatory

capacity as well. Thus construed, even the predictions here under discussion
turn out to be (incompletely formulated) potential explanations.

The basic questions at issue between these different conceptions of prob­
abilistic inference are still the subject of debate and research, and this essayis
not the place to attempt a fuller appraisal of the opposing views. The second
Sub-thesis of the structural identity claim for explanation and prediction will
therefore be regarded here as an open question.

3, STATISTICAL EXPLANATION

3.1 LAWS OF STATISTICALFORM.We now turn our attention to explanations

based on nomological statements of a kind we have not so far considered,
which have come to play an increasingly important role in empirical science.
I will refer to them as laws or theoreticalprinciples of statistic-probabilisticform, or
as statistical laws, for short.

Most of our discussion will be concerned with the explanatory use of

Statistical laws of a very simple kind; we will call them laws qf basicstatisticalform.
These are statements to the effect that the statistical probability for an event of
kind F to be also of kind G is r, or that

p(C,F) = r

for short. Broadly speaking, this statement asserts that in the long run the
foportion of those instancesof P which are also instancesof C isapproximately

,. (A fuller account will be given in section 3.3.)
For example, the statement that the rolling of a given slightly irregular die

51. Camap (1950), section 110.
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(eventof kind F) yields an ace (event of kind G) with a probability of .15, i.e.,
in about 15 per cent of all cases in the long run, has this basic statistical form.
Andso does the law that the half-life of radon is 3.82 days, i.e., that the statistical
probability for a radon atom to disintegrate during any given period of 3.82
daysis 1/2,which means, roughly, that of a sample of radon containing a large
numberof atoms, very close to one half of the atoms decay within 3.82 days.

Lawsof basic statistical form may be regarded as less stringent counterparts
of laws that have the universal conditional form

(x)(Fx DGx)

assertingthat any instance of F is an instance of G, as for example: ‘Any gas
expandswhen heated under constant pressure’. Indeed, the two kinds of law
sharean important feature, which is symptomatic of their nomological char­
acter: both make general claims concerning a class of cases that might be said
to be potentially infinite. As we noted earlier, a statement which is logically
equivalentto a finite conjunction of singular sentences, and which in this sense
makesa claim concerning only a finite class of cases, does not qualify as a law
and lacksthe explanatory force of a nomological statement. Lawlike sentences,
whethertrue or false, are not just conveniently telescoped summaries of finite
sets of data concerning particular instances.

Forexample, the law that gasesexpand when heated under constant pressure
is not tantamount to the statement that in all instances that have so far been

observed,or perhaps in all instances that have so far occurred, an increase in
the temperature of a gas under constant pressure has been accompanied by an
increasein volume. Rather it asserts that a growth in volume is associated with
theheatingof a gas under constant pressure in any case, whether past, present, or
future, and whether actually observed or not. It even implies counterfactual
and subjunctiveconditionals to the effect that if a given body of gas had been
heatedor were to be heated under constant pressure, its volume would have
increased,or would increase, as well.

Similarly, the probabilistic laws of genetics or of radioactive decay are
not tantamount to descriptive reports of the frequencies with which some kind
of phenomenon has been found to occur in a finite class of observed cases:
theyassertcertain peculiar, namely probabilistic, modes of connection between
potentially infinite classes of occurrences. In a statistical law of basic form, as
contradistinguishedfrom a statistical description specifying relative frequencies
in some finite set, the “reference class" F is not assumed to be finite. Indeed,

we might say that a law of the form ‘p (G,F) = 1"refers not only to all actual
instancesof F, but, so to speak, to the class of all its potential instances. Suppose,
for example, that we are given a homogeneous regular tetrahedron whose
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faces are marked ‘1', ‘II’, ‘III’, ‘IV'. We might then assert that the probability
of obtaining a HI, i.e., of the tetrahedron’s coming to rest on that face upon
being tossed out of a dice box, is 1/4. But, while this assertion says something
about the frequency with which a III is obtained as a result of rolling the
tetrahedron, it cannot be construed as simply specifying that frequency for the
class of all tosses which are, in fact, ever performed with the tetrahedron. For
we might well maintain our hypothesis even if we were informed that the
tetrahedron would actually be tossed only a few times throughout its existence,
and in this case, our probability statement would surely not be meant to assert
that exactly, or even nearly, one-fourth of those tosses would yield the result111.
Moreover, our statement would be perfectly meaningful and might, indeed,
be well supported (e.g., by results obtained with similar tetrahedra or with
other homogeneous bodies in the form of regular solids) even if the given
tetrahedron happened to be destroyed without ever having been tossedat all.
What the probability statement attributes to the tetrahedron is, therefore,not
the frequency with which the result III is obtained in actual past or future
rollings, but a certain disposition, namely, the disposition to yield the result 111
in about one out of four cases, in the long run. This disposition might be
characterized by means of a subjunctive conditional phrase: if the tetrahedron
were to be tossed a large number of times, it would yield the result III in about
one-fourth of the cases.1Implications in the form of counterfactual and sub­
jective conditionals are thus hallmarks of lawlike statements both of strictly
universal and of statistical form.

As for the distinction between lawlike sentences of strictly universal form
and those of probabilistic or statistical form, it is sometimes thought that
statements asserting strictly universal connections, such as Galileo’s law or
Newton's law of gravitation, rest, after all, only on a finite and thus inevitably
incomplete body of evidence; that, therefore, they may well have as yet

1. Carnap (1951-54, pp. 190-92) has argued in a similar vein that the statistical probability
of rolling an ace with a given die is a physical characteristic, which he also calls“the proba­
bility state" of the die, and that the relative frequency with which rollings of the die yield
an ace is a symptom of that state, much as the expansion of the mercury column in a ther­
mometer is a symptom of its temperature state.

The dispositional construal I have outlined for the concept of statistical probability
appears to be in close accord also with the “propensity interpretation” advocated by Popper.
The latter “differs from the purely statistical or frequency interpretation only in this—that
it considers the probability as a characteristic property of the experimental arrangement
rather than as a property of a sequence"; the property in question is explicitly construed
as dispositional. (Popper 1957, pp. 67-68). See also the discussion of this paper in Korner
(1957), pp. 78-89, passim. However, the currently available statements of the propensity
interpretation are all rather brief; a fuller presentation is to be given in a forthcoming book
by Popper.
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undetected exceptions; and that accordingly they, too, should be qualified
asonly probabilistic. But this argument confounds the claim made by a given
statementwith the evidence available in support of it. On the latter score, all
empirical statements are only more or less well supported by the relevant
evidenceat our disposal; or, in the parlance of some theorists, they have a
moreor lesshigh logical or inductive probability conferred upon them by that
evidence.But the distinction between lawlikc statements of strictly universal
form and those of probabilistic form pertains, not to the evidential support of
the statementsin question, but to the claims made by them: roughly speaking,
the former attribute (truly or falsely) a certain characteristic to all members
of a certain class; the latter, to a specified proportion of its members.

Even if all the supposedly universal laws of empirical science should even­
tuallycome to be regarded as reflections of underlying statistical uniformities—
an interpretation that the kinetic theory of matter gives to the classical laws
of thermodynamics, for example—even then the distinction between the two
typesof law and the corresponding explanations is not wiped out: in fact,
it is presupposedin the very formulation of the conjecture.

Nor is a statement of the universal conditional form

(x)(F x :3 C x)

logicallyequivalent to the corresponding statement of the basic statistical form

p (C, F) = 1

for, as will be shown more fully in section 3.3, the latter asserts only that it is
practicallycertain that in a large number of instances of F, almost all are
instancesof G; hence the probability statement may be true even if the cor­
respondingstatement of strictly universal form is false.

So far, we have dealt only with statistical laws of basic form. Let us now
say more generally that a statement has theform of a statistical law, or is of prob­
abilistic-statisticalcharacter, if it is formulated in terms of statistical proba­
bilities,i.e., if it contains (nonvacuously) the term ‘statistical probability, or
somenotational equivalent, or a term—such as ‘half-life’—which is defined by
means of statistical probabilities.

Take, for example, the statement that when two coins are flipped simul­
taneously,the face shown by one is independent of that shown by the other.
Thisamounts to saying that the probability for the second coin to show heads
when the first shows heads is the same as when the first shows tails; and vice
versa.Generally, assertions of statistical independence have the form of statis­
ticallaws, though they are not of basic statistical form. Similarly, a statement
assertinga statistical dependence or “aftercffect” has the form of a statistical
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law; for example, the statement that in any given area the probability for a day
to be cloudy when it follows a cloudy day is greater than when it followsa
noncloudy day. Still other laws of statistical form are formulated in termsof
mean values of certain variables, such as the mean kinetic energy and the mean
free path of the molecules in a gas; the notion of mean value here invokedis
defined by reference to statistical probabilities.

By a statistical explanation, let us now understand any explanation that
makes essentialuse of at least one law or theoretical principle of statisticalform.
In the following subsections, we will examine the logical structure of such
explanations. We will find that there are two logically different types of sta­
tistical explanation. One of them amounts, basically, to the deductive sub­
sumption of a narrower statistical uniformity under more comprehensive
ones: I will call it deductive-statistical explanation. The other involves the sub­

sumption, in a peculiar nondeductive sense, of a particular occurrence under
statistical laws; for reasons to be given later, it will be called inductive-statistical
explanation.

3.2 DEDUCTIVE—STATISTICALEXPLANATION. It is an instance of the so-called

gambler’s fallacy to assume that when several successive tossings of a fair coin
have yielded heads, the next toss will more probably yield tails than heads.Why
this is not the case can be explained by means of two hypotheses that have the
form of statistical laws. The first is that the random experiment of flipping
a fair coin yields heads with a statistical probability of 1/2. The secondhyp0thesis
is that the outcomes of different tossings of the coin are statistically independent,
so that the probability of any specified sequence of outcomes—such as heads
twice, then tails, then heads, then tails three times—equals the product of the
probabilities of the constituent single outcomes. These two hypothesis in terms
of statistical probabilities imply deductiver that the probability for heads to
come up after a long sequence of heads is still 1 [2.

Certain statistical explanations offered in science are of the same deductive
character, though often quite complex mathematically. Consider, for example,
the hypothesis that for the atoms of every radioactive substance there is a
characteristic probability of disintegrating during a given unit time interval,
circumstances. This complex statistical hypothesis explains, by deductive
implication, various other statistical aspects of radioactive decay, among them,
the following: Suppose that the decay of individual atoms of some radioactive
substance is recorded by means of the scintillations produced upon a sensitive
screen by the alpha particles emitted by the disintegrating atoms. Then the
time intervals separating successive scintillations will vary considerably in
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length,but intervals of different lengths will occur with different statistical
probabilities.Specifically, if the mean time interval between successive scintil­
lationsis 5 seconds, then the probability for two successive scintillations to be
separatedby more than n-s seconds is (1/e)", where e is the base of the natural
logarithms.2

Explanations of the kind here illustrated will be called deductive-statistical
explanations,or D-S explanations. They involve the deduction of a statement in
the form of,a statistical law from an explanans that contains indispensably at
leastone law or theoretical principle of statistical form. The deduction is
effectedby means of the mathematical theory of statistical probability, which
makesit possible to calculate certain derivative probabilities (those referred to
in theexplanandum) on the basis of other probabilities (specified in the expla­
nans)which have been empirically ascertained or hypothetically assumed.
What a D-S explanation accounts for is thus always a general uniformity
expressedby a presumptive law of statistical form.

Ultimately,however, statistical laws are meant to be applied to particular
occurrencesand to establish explanatory and predictive connections among them.
In the next subsection, we will examine the statistical explanation of particular
events.Our discussion will be limited to the case where the explanatory
statisticallaws are of basic form: this will suffice to exhibit the basic logical
differencesbetween the statistical and the deductive-nomological explanation
of individual occurrences.

3.3 lNDUCTIVE-STATISTICALEXPLANATION.As an explanation of why patient

john Jones recovered from a streptococcus infection, we might be told that
Joneshad been given penicillin. But if we try to amplify this explanatory claim
by indicatinga general connection between penicillin treatment and the sub­
sidingof a streptococcus infection we cannot justifiably invoke a general law
to the elicct that in all cases of such infection, administration of penicillin will
leadto recovery. What can be asserted, and what surely is taken for granted
here, is only that penicillin will effect a cure in a high percentage of cases, or
with a high statistical probability. This statement has the general character of
a law of statisticalform, and while the probability value is not specified, the
statementindicates that it is high. But in contrast to the cases of deductive­

nomological and deductive-statistical explanation, the explanans consisting
of this statisticallaw together with the statement that the patient did receive

penicillinobviously does not imply the explanandum statement, ‘the patient

2. Cf. Mises (1939). pp. 272-78, where both the empirical findings and the explanatory
argument are presented. This book also contains many other illustrations of what is here
calleddeductive-statistical explanation.
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recovered’, with deductive certainty, but only, as we might say, with high
likelihood, or near-certainty. Briefly, then, the explanation amounts to this
argument:
(3a) The particular case of illness of John Jones—let us call it j—was an instance
of severe streptococcal infection (8}) which was treated with large dosesof
penicillin (Pj); and the statistical probability p (R, S°P) of recovery in cases
where S and P are present is close to 1; hence, the case was practically certain
to end in recovery (Rj).

This ‘argument might invite the following schematization:

p (R, SP) is close to 1
(3b) 5f ' Pf

(TEEFSE)'rims—ExactRally-certain}veryTIilEely}—that}?

In the literature on inductive inference, arguments thus based on statistical
hypotheses have often been construed as having this form or a similar one.
On this construal, the conclusion characteristically contains a modal qualifier
such as ‘almost certainly', ‘with high probability', ‘very likely’, etc. But thecon­
ception of arguments having this character is untenable. For phrases of the
form ‘it is practically certain that p’ or ‘It is very likely that p', where the place
of ‘p' is taken by some statement, are not complete self-contained sentences
that can be qualified as either true or false. The statement that takes the place
of ‘p’—for example, ‘Rj’—is either true or false, quite independently of what—
ever relevant evidence may be available, but it can be qualified as more or less
likely, probable, certain, or the like only relative to some body qf evidence.One
and the same statement, such as ‘Rj’, will be certain, very likely, not very
likely, highly unlikely, and so forth, depending upon what evidence is consid­
ered. The phrase ‘it is almost certain that Rj' taken by itself is therefore neither
true nor false; and it cannot be inferred from the premises specified in (3b)nor
from any other statements.

The confusion underlying the schematization (3b) might be further illu­
minated by considering its analogue for the case of deductive arguments. The
force of a deductive inference, such as that from ‘all P are (3' and ‘a is F’ to

‘a is C’, is sometimes indicated by saying that if the premises are true, then the
conclusion is necessarily true or is certain to be true—a phrasing that might
suggest the schematization

All Fare G
aisF
(Tha'eforcz) lids—necessary(certain) that a is G.
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But clearly the given premises—which might be, for example, “all men
aremortal’ and ‘Socrates is a man’—do not establish the sentence 'a is G’ (‘Soc—
ratesis mortal’) as a necessary or certain truth. The certainty referred to in the
informalparaphrase of the argument is relational: the statement ‘a is C’ is
certain,or necessary, relative to the specifiedpremises; i-Cu their "11th Will guaran­
teeits truth—which means nothing more than that “a is G’ is a logical conse­
quenceof those premises.

Analogously,to present our statistical explanation in the manner of schema
(3b)is to misconstrue the function of the words ‘almost certain' or ‘very likely’
astheyoccur in the formal wording of the explanation. Those words clearly
mustbe taken to indicate that on the evidence provided by the explanans, or

relativeto that evidence, the explanandum is practically certain or very likely.
i.e., that

(3C) ‘Rj’ is practically certain (very likely) relative to the explanans
containingthe sentences ‘p (R, SP) is close to 1' and ‘5j ' Pji-a

Theexplanatory argument misrepresented by (3b) might therefore snitabll’
be schematized as follows:

p (R, SP) is close to 1
(3d S '-P '

) j 1 [makes practically certain (very likely”
RJ'

° a - ‘ ° ” “

In this schema, the double line separating the ‘ premises from the con­
clusion"is to signify that the relation of the former to the latter is not that
ofdeductiveimplication but that of inductive support, the strength of Wthl’l
is indicated in square brackets.“'5

3. Phrasessuch as ‘It is almost certain (very likely) that j recovers’, even when given
the relational construal here suggested, are ostensibly concerned With I‘Clationsbetween
propositions,such as those expressed by the sentences forming the conclusion and the prem­
isesof an argument. For the purpose of the present discussion, however, involvement with
propositionscan be avoided by construing the phrases in question as expressing logical rela­
tions between corresponding sentences, e.g., the conclusion-sentence and the premise­
sentenceof an argument. This construal, which underlies the formulation of (3c), will be
adoptedin this essay,though for the sake of convenience we may occasionally usea paraphrase.

4. In the familiar schematization of deductive arguments, with a single line separating
the premises from the conclusion, no explicit distinction is made between a weaker and
a strongerclaim. either of which might be intended; namely (i) that the premises logically
implythe conclusion and (ii) that. in addition, the premises are true. In the caseof our prob­
abilisticargument. (3c) expresses a weaker claim, analogous to (i), whereas (3d) may be taken
to expressa "prolTered explanation" (the term is borrowed from SchefHer,(1957),section 1)
in which, in addition, the explanatory premises are—however tentatively—asserted as true.

5. The considerations here outlined concerning the use of terms like ‘probably' and
‘certainly'as modal qualifiers of individual statements seem to me to militate also against

(mtimd overleaf)
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Our schematization thus reflects explicitly the understanding that ‘almost
certain’, ‘very likely’, “practically impossible’ and similar expressions often
used in the phrasing of probabilistic arguments, including explanations,do
not stand for properties possessed by certain propositions or the corresponding
sentences, but for relations that some sentences bear to others. Accordingto
this understanding, the notion of the explanans of (3d) making the explanandum
almost certain or very likely is but a special case of the idea of a given statement
or set of statements—let us call it the grounds or the evidence e—conferring
more or less strong inductive support or confirmation or credibility uponsome
statement It. To clarify and systematically to elaborate the idea here sketchin
characterized is, of course, the objective of various theories of inductivereason­

the notion of categorical probability statement that C. 1. Lewis sets forth in the following
passage (italics the author’s):

Just as ‘If D then (certainly) P, and D is the fact,’ leads to the categorical consequence,
‘Therefore (certainly) P'; so too, ‘If D then probably P, and D is the fact', leads to
a categorical consequence expressed by ‘It is probable that P'. And this conclusionis
not merely the statement over again of the probability relation between ‘P’ and ‘D';
any more than ‘Therefore (certainly) P’ is the statement over again of ‘If D then
(certainly) P’. ‘If the barometer ishigh, tomorrow will probably be fair; and thebarometer
is high', categorically assures something expressed by ‘Tomorrow will probably be
fair’. This probability is still relative to the grounds of judgment; but if these grounds
are actual, and contain all the available evidence which is pertinent, then it is not only
categorical but may fairly be called the probability of the event in question. (1946,p. 319).

This position seems to me to be open to just those objections suggested in the main
text. If ‘P' is a statement, then the expressions ‘certainly P‘ and ‘probably P’ as envisaged
in the quoted passage are not statements. If we ask how one would go about trying to as.­
certain whether they were true. we realize that we are entirely at a loss unless and until
a reference set of statements or assumptions has been specified relative to which P may then
be found to be certain. or to be highly probable, or neither. The expressions in question,
then, are essentially incomplete; they are elliptic formulations of relational Statements;
neither of them can be the conclusion of an inference. However plausible Lewis’ssuggestion

may seem. there is no analogue in inductive logic to modusponens, or the “rule of detach­
ment," of deductive logic. which. given the information that ‘D‘, and also ‘ifD then P', are
true Statements, authorizes us to detach the consequent ‘P' in the conditional premise and
to assert it as a self-contained statement which must then be true as well.

At the end of the quoted passage, Lewis suggests the important idea that ‘probably P'
might be taken to mean that the total relevant evidence available at the time confers high
probability upon P. But even this statement is relational in that it tacitly refers to some
unspecified time, and, besides. his general notion of a categorical probability Statement
as a conclusion of an argument is not made dependent on the assumption that the premises
of the argument include all the relevant evidence available.

It must be stressed, however, that elsewhere in his discussion, Lewis emphasizes the

relativity of (logical) probability, and, thus, the very characteristic that rules out the con­
ception of categorical probability statements.

Similar objections apply, I think, to Toulmin's construal of probabilistic arguments;
Toulmin (1958) and the discussion in Hcmpel (1960), sections 1-3.



Aspectsof Scientifc Explanation [3 8 5]

ing. It is still a matter of debate to what extent clear criteria and a precise
theoryfor the concept at issue can be developed. Several attempts have been
madeto formulate rigorous logical theories for a concept of inductive support
that admitsof numerical or nonnumerical gradations in strength: two out­
standingexamples of such efforts are Keynes's theory of probability and,
especially,Carnap’s impressive system of inductive logic.8 In the latter, the
degreeto which a sentence, or hypothesis, It is confirmed by an evidence
sentencee is represented by a function c(li,c), whose values lie in the interval
from 0 to 1 inclusive, and which satisfies all the basic principles of abstract
probabilitytheory; c(li,e) is therefore also referred to as the logical or inductive
probabilityof It on c. This concept of inductive probability as a quantitative
logicalrelation between statements must be sharply distinguished from the
conceptof statistical probability as a quantitative empirical relation between
kindsor classesof events. The two concepts have a common formal structure,
however,in virtue of which both of them qualify as probabilities: both are
defined,in their respective formal theories, in terms of nonnegative additive
set functionswhose values range from O to 1. Carnap’s theory provides an
explicitdefinition of c(h,e) for the case where the sentences h and e belong to
oneor another of certain relatively simple kinds of formalized language; thC
extensionof his approach to languages whose logical apparatus would be
adequatefor the formulation of advanced scientific theories is as yet an open
problem.

But,independentlyof the extent to which the relation of the explanandum
to the explananscan be analyzed in terms of Carnap’s quantitative concept
ofinductiveprobability, probabilistic explanations must be viewed as inductive
inthebroadsensehere adumbrated. To refer to the general notion of inductive
supportas capable of gradations, without commitment to any one particular
theoryof inductive support or confirmation, we will use the phrase ‘(degree
of) inductivesupport of h relative to e'.7

Explanationsof particular facts or events by means of statistic-probabilistic
lawsthus present themselves as arguments that are inductive or probabilistic in
the sensethat the explanans confers upon the explanandum a more or less
highdegree of inductive support or of logical (inductive) probability; they

6. SeeKeynes(1921); of Carnap’s numerous writings on the subject, especially (1945),
(1950), (1952). (1962).

7. Some recent attempts to give precise explications of this general notion have led to
conceptsthat do not have all the formal characteristics of a probability function. One such
construalis presented in Helmer and Oppenheim (1945) and, less technically, in Hempel and
Oppenheim(1945).Another is the concept of degree of factual support propounded and theo­
reticallydeveloped in Kemeny and Oppenheim (1952). For a suggestive distinction and
comparisonof dia'erent concepts of evidence, see Rescher (1958).
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will therefore be called inductive-statistical explanations, or [-8 explanations.

Explanations, such as (3d), in which the statistical laws invoked are of basic
form, will also be called I-S explanations of basicform.

I will now try to show that the inductive construal here suggestedfor the
statistical explanation of particular facts is called for also by the empirical
interpretation that probabilistic laws have received in recent versionsof the
theory of statistical probability and its applications.

The mathematical theory of statistical probability is intended to provide
a theoretical account of the statistical aspects of repeatable processesof a certain
kind, which are referred to as random processes or random experiments.
Roughly, a random experiment is a kind of process or event which can be
repeated indefinitely by man or by nature, and which yields in each caseone
out of a certain finite or infinite set of “results” or “outcomes” in sucha way

that while the outcomes vary from case to casein an irregular and unpredictable
manner, the relative frequencies with which the different outcomes occur
tend to become more or less constant as the number of performances increases.
The flipping of a coin, with heads and tails as the possible outcomes, is a familiar
example of a random experiment.

The theory of probability offers a “mathematical model" of the general
mathematical properties and interrelations of the long-run frequenciesassociated
with the outcomes of random experiments.

In the model, each of the different “possible outcomes" assigned to a given
random experiment F is represented by a set C, which may be thought of as
the set of those performances of the experiment that yield the outcomein
question, while F may be viewed as the set of all performances of the random
experiment. The probability of obtaining an outcome of a given kind G asa
result of performing an experiment of kind F is then represented as a measure,
pF (G), of the size of set C in relation to set F.

The postulates of the mathematical theory specify that p1,.is a nonnegative
additive set function whose maximum value is 1, i.e., for every possibleout­
come G of F, pp (G) > 0; if GI, G2 are mutually exclusive outcomes of F,
then pp (le G2) = p1,.ICI) + pp (C2); and pF (F): 1. These stipulationspermit
the proof of the theorems of elementary probability theory; to deal with
experiments that admit of infinitely many different outcomes, the requirement
of additivity is suitably extended to infinite sequences of mutually exclusive
outcome sets GI, G2, 0,, . . . .

The resulting abstract theory is applied to empirical subject matter by means
of an interpretation that relates statements in terms of probabilities as set­
measures to statements about long-run relative frequencies associatedwith the
outcomes of random experiments. I will now state this interpretation in a
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formulation which is essentially that given by Cramér.B For convenience,
the notation ‘PF(G)’ will henceforth be replaced by ‘p(G,F)’.
(3e) Frequency interpretation of statistical probability. Let F be a given kind of
random experiment and G a possible result of it; then the statement that
p(G, F)=r means that in a long series of repetitions of F, it is practicallycertain
that the relative frequency of the result G will be approximately equal to r.

Cramér also states two corrollaries of this interpretation which refer to
those cases where r differs very little from 0 or from 1; they are of special
interest for our further discussion of probabilistic explanation. I will therefore
n0te them here, again following Cramér’s formulation in its essentials.“
(3e.1)If 1 - p(G,F) < e, where e is some very small positive number, then if
random experiment F is performed one single time, it is practically certain
that the result G will occur.

(3e.2) If p(G,F)<e, where e is some very small positive number, then if
random experiment F is performed one single time, it is practically certain
that result G will not occur.

As the frequency interpretation here formulated makes use of such vague
phrases as ‘a long series', ‘practically certain’, “approximately equal', and the
like, it clearly does not provide a precise definition of statistical probabilities
in terms of observable relative frequencies. But some vagueness appears to be
inevitableif the mathematical calculus of probability is to serve as a theoretical
representation of the mathematical relations among empirically ascertained
relative frequencies which remain only approximately constant when the
observed sample increases.10

8. See Cramér (1946), pp. 148-49. Cramér’s book includes a detailed discussion of the
foundations of statistical probability theory and its applications. Similar formulations of
the frequency interpretation have been given by earlier representatives of this measure­
theoretical conception of statistical probability; for example, by Kolmogoroff (1933, p. 4).

9. For (3e.l), see Cramc’r (1946), p. 150; for (3e.2), see Cramér (1946), p. 149 and the
very similar formulation in Kolmogoroff (1933), p. 4.

10. In certain forms of the mathematical theory, the statistical probability of a given
outcome is explicitly defined, namely, as the limit of the relative frequency of that outcome
in an infinite series of performances of the pertinent random experiment. Two important
variants of this approach were developed by Mises. (1931), (1939) and by Reichenbach,
cf.(1949). But infinite series of performances are not realizable or observable, and the limit­
dei’initionof statistical probability thus provides no criteria for the application of that concept
to observable empirical subject matter. In this respect the limit-construal of probability is
an idealized theoretical concept, and criteria for its empirical application will again have to
involve some vague terms of the kind resorted to in (3c) and its corollaries. In particular.
a statement specifying the limit of the relative frequency of the result G in an infinite sequence
of performances of random experiment F has no deductive implications concerning the
frequencyof C in any finite set of performances, however large it may be. The relationbetween

(continued overleaf)
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Of particular interest for an analysis of 1-5 explanation, however, is the
fact that the phrase 'it is practically certain that' occurs in the general statement
(3e) of the statistical interpretation and that its two special corollaries (3e.1)
and (3e.2) still contain that phrase, though they manage to avoid the vague
expressions ‘a long seriesof repetitions' and ‘approximately equal’. The function
of the words ‘it is practically certain that’ is clear: they indicate that the logical
connection between statistical probability statements and the empirical fre­
quency statements associated with them is inductive rather than deductive.
This point can be made more explicit by restating (3e) as follows: The inform­
ation that p(G,F) =r and that S is a set of n performances of P, where n isa large
number, confers near—certainty(high inductive support) upon the statement
that the number of those performances in 8 whose outcome is G is approx­
imately n ' r. The two corollaries admit of an analogous construal. Thus,
(3e.1) may be restated as follows: The information that 1-p(G,F) < e (wheree
is a small positive number) and that individual event 1'is a performance of
random experiment F (or that Fi, for short) lends strong inductive support
to the statement that 1'yields outcome G, or that Of, for short. Or, in a slightly
different phrasing: ‘01" is practically certain relative to the two sentences
‘p(G,F) is very close to 1' and ‘Fi'. This last version has the same form as (3c);
thus, in giving an inductive construal to the explanatory import of probabilistic
laws in the manner illustrated by (3d), we are in basic accord with the empirical
interpretation given to probabilistic laws in the contemporary theory of sta­
tistical probability.11

In our example concerning recovery from a streptococcus infection, the
statistical law invoked did not specify a definite numerical value for the prob­
ability of effecting recovery by means of penicillin. Now we will consider
a simple case of 1-8 explanation in which the relevant probability statement is
quite specific. Let the experiment D (more exactly, an experiment of kindD)
consist in drawing, with subsequent replacement, a ball from an urn containing
999 white balls and one black, all of the same size and material. We might then
accept the statistical hypothesis that with respect to the outcomes “white ball"

11. However. the representatives of current statistical probability theory do not, in
general, take explicit notice of the inductive character of their statistical interpretation of
probability statements. Even less do they attempt to analyze the inductive concept of prac­
tical certainty, which clearly falls outside the mathematical theory that is their principal
concern.

probability statements thus construed and the corresponding statements about relative fre­
quencies in finite runs must therefore again be viewed as inductive.

For a concise account of the limit conception of statistical probability and a lucid dis­
cussion of some of its difficulties, see Nagel (1939), especially sections 4 and 7.



Aspectsqf ScientificExplanation [3 89]

and “black ball," D is a random experiment in which the probability of ob­
taining a white ball is p( W,D) = .999. According to the statistical interpretation,
this is a hypothesis susceptible of test by reference to finite statistical samples,
but for our present purposes, we need not consider the grounds we might have
for acceptingthe hypothesis; for we are concerned only with its explanatory use.
Our rule (3e.1) suggests that the hypothesis might indeed be used to explain
probabilisticallythe results of certain individual drawings from the urn, i.e., the
resultsof certain performances of D. Suppose, for example, that a particular
drawing, d, produces a white ball. Since p(W,D) differs from 1 by less than,
say, .0011, which is quite a small amount, rule (3e.1) suggests the following
explanatoryargument in analogy to (3d):

1—p(W,D) < .0011
(3f) Dd

__ [Vd [makespractically certain]

Again,the explanans here does not logically imply the explanandum; and
the argument does not show that, assuming the truth of the statements adduced
in the explanans, the explanandum phenomenon was to be expected “with
certainty." Rather, the argument may be said to show that on the information
provided by the explanans, the explanandum event was to be expected with
“practical”certainty, or with very high likelihood.

Carnap's conception of inductive logic suggests that the vague phrase
‘makespractically certain’, which appears between brackets in (3f), might be
replacedby a more definite quantitative one. This would call for an extension
of Carnap’s theory to languages in which statistical probability statements
can be formulated. While the logical apparatus of the languages covered by
Carnap's published work is not rich enough for this purpose,12 it seems clear
that in casesof the simple kind exemplified by (3f), the numerical value of the

logicalprobability should equal thatof the corresponding statisticalprobability.
For example, the information that with statistical probability .999, a drawing
from the urn will produce a white ball, and that the particular event (1is a
drawing from the urn, should confer a logical probability of .999 upon the
“conclusion” that the ball produced by d is white. More generally, this rule
may be stated as follows:
(3g) Ife is the statement ‘(p(G,F)=r) °F b’, and h is ‘G b’, then C(h,e)=r.

This rule is in keeping with the conception, set forth by Carnap, of logical
probability as a fair betting quotient for a bet on h on the basisof e. It accords

12. According to a personal communication from Professor Carnap, his system has
by now been extended in that direction.
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equally with Carnap’s view that the logical probability on evidence e of the
hypothesis that a particular case b will have a specified property M may be
regarded as an estimate, based on e, of the relative frequency of M in any
class K of cases on which the evidence e does not report. Indeed, Camap adds
that the logical probability of ‘Mb’ on e may in certain cases be consideredas
an estimate of the statistical probability of M.13If, therefore, e actuallycontains
the information that the statistical probability of M is r, then the estimate,on
e, of that statisticalprobability, and thus of the logical probability of 'Mb’on e,
should clearly be r as well.

And just as the rule (3e.1) provides the logical rationale for statisticalex­
planations such as (3f), so our rule (3g) provides the rationale for a similarkind
of probabilistic explanation, which invokes quantitatively definite statistical
laws and which may be schematized as follows:

p(G,F) = '
(3h) Pi

Gi [r]

An explanatory argument of this form would serve to account for the fact
that a given individual case i exhibits the characteristic G by pointing out that
i is a case of F; that the statistical probability for an F to exhibit characteristic
G is r; and that, according to rule (3g), this explanatory information confers
the logical probability 7 upon the explanandum statement. I will refer to I
also as the probability associatedwith the explanation. Of course, an argument
of this kind will count as explanatory only if the number r is fairly closeto 1.
But it seems impossible, without being arbitrary, to designate any particular
number, say .8, as the minimum value of the probability r permissiblein an
explanation.

In our example, the probabilistic explanation of the drawing of a white
ball may now be put into the form (3h) as follows:

p(W,D) = .999
(3i) D d

We!
[.999]

Now, it is often said that probabilistic laws can serve to account for statistical
aspects of large samples, but surely can explain nothing about an individual
case. Examples like the following might seem to bear out this contention.
The law that the Flippingof a regular coin yields heads with the probability 1/2

13. Carnap (1950). pp. 168-75.
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clearlydoes not enable us to explain why a particular flipping produced heads;
whereasthe same law (plus the assumption that the results of different flippings
are statisticallyindependent of each other) may be used to account for the fact
that the number of heads obtained in a particular series of 10,000Hippingsfell
between 4,900 and 5,100; for this outcome has a probability exceeding .95.
But if we count this outcome as explained because of the high probability the
explanansconfers upon it, then clearly we must also grant explanatory status
to arguments such as (3i) whose explanans makes it highly probably that the
given outcome will occur if the relevant random experiment is performed
just once.

It is also sometimes thought that because probabilistic arguments are not
logicallyconclusive they cannot serve to explain; for even if the explanans is
true, it is still possible that the explanandum phenomenon might not have
comeabout;m in the case of (3i), for example, drawing d might have produced
a black ball despite the high probability for a white one to be drawn. But this
objection to the idea of probabilistic explanation rests on a too restrictive
conceptionof scientific explanation; for many important explanatory accounts
offered by empirical science make quite explicit use of statistical laws which, in
conjunctionwith the rest of the explanatory information adduced, make the
explanandumno more than highly probable.

For example, by means of Mendelian genetic principles it can be shown to
be highly probable that in a random sample taken from a population of pea
plantseach of whose parent plants represents a cross of a pure white-flowered
and a pure red-flowered strain, approximately 75 per cent of the plants will
have red flowers and the rest, white ones. This argument, which may be used

for explanatory or for predictive purposes, is inductive-statistical; what it
explainsor predicts are the approximate percentages of red- and white-Howered
plants in the sample. The “premises” by reference to which the specified
percentagesare shown to be highly probable include (1) the pertinent laws of
genetics, some of which have statistical, others strictly universal form; and
(2)information of the kind mentioned above about the genetic make-up of the
parent generation of the plants from which the sample is taken. The genetic
principlesof strictly universal form include the laws that the colors in question
are tied to specific genes, that the red gene is dominant over the white one,

14. Thus Scriven (1959. p. 467), says that “statistical statements are too weak—they
abandon the hold on the individual case. . . . An event can rattle around inside a network

of statistical laws.” Dray (1963. p. 119), expresses a similar view. These observations are
quite correct if they are simply meant to say that statistical laws have no deductive impli­
cations concerning particular events, but they are misleading if they are used to suggest
that statistical laws can have no explanatory signincance for particular occurrences.
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and various other general laws concerning the transmission, by genes,of the
colors in question—or, perhaps, of a broader set of gene-linked traits. Among
the statistical generalizations invoked is the hypothesis that the four possible
combinations of color-determining genes—WW, WR, RW, RR—aresta­
tistically equiprobable in their occurrence in the offspring of two plantsof the
hybrid generation.

Let us now examine somewhat more closely an explanatory useof thelaw
for radioactive decay of radon, which states that this element has a half-life
of 3.82 days. This law may be invoked for a statistical explanation of the fact
that within 7.64 days, a particular sample consisting of 10 milligrams of radon
was reduced, by radioactive decay, to a residual amount falling somewhere
within the interval from 2.4 to 2.6 milligrams; it could similarly be usedfor
predicting a particular outcome of this kind. The gist of the explanatoryand
predictive arguments is this: The statement giving the half-life of radon conveys
two statistical laws, (i) the statistical probability for an atom of radon to undergo
radioactive decay within a period of 3.82 days is 1/2, and (ii) the decayof
different radon atoms constitutes statistically independent events. One further
premise used is the statement that the number of atoms in 10 milligramsof
radon is enormously large (in excess of 101’). As mathematical probability
theory shows, the two laws in conjunction with this last statement imply
deductively that the statistical probability is exceedingly high that the massof
the radon atoms surviving after 7.64 days will not deviate from 2.5 milligrams
by more than .1 milligrams, i.e., that it will fall within the specifiedinterval.
More explicitly, the consequence deducible from the two statistical laws in
conjunction with the information on the large number of atoms involvedis
another statistical law to this effect: The statistical probability is very high that
the random experiment F of letting 10 milligrams of radon decay for 7.68
days will yield an outcome of kind G, namely a residual amount of radonwhose
mass falls within the interval from 2.4 to 2.6 milligrams. Indeed, the probability
is so high that, according to the interpretation (9.2b), if the experiment F is
performed just one single time, it is “practically certain” that the outcome will
be of kind G. In this sense, it is rational on the basis of the given information
to expect the outcome G to occur as the result of a single performance of F.
Also in this sense, the information concerning the half-life of radon and the
large number of atoms involved in an experiment of kind F affords a statistical
explanation or prediction of the occurrence of G in a particular performance
of the experiment.

By way of another illustration, take the problem of explaining certain
quantitative aspects of the Brownian movement displayed by small particles
suspended in a liquid—a phenomenon qualitatively explained as resulting from
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the irregular impacts, upon the suspended particles, of the surrounding mole­
cules in thermal agitation. From assumptions based on the probabilistic
principlesof the kinetic theory of heat, Einstein derived a law to the effect that
the mean displacement of such particles is proportional to the square root of
the elapsed time.15But the theoretical definition of the mean displacement is
formulated in terms of the statistical probabilities of the various possible
displacements,and Einstein’s law is therefore probabilistic in character. Hence
it does not logically imply definite values for the average displacement ex­
hibited by finite numbers of particles. But the law makes it highly probable,
in the sense discussed above, that the average displacements in finite samples
will be very nearly proportional to the square root of the elapsed time—and
this has indeed been found to be the case. Thus, Einstein’s law provides a
probabilisticexplanation for observed aspects of Brownian movement.

As is illustrated by these examples and by others that will be considered
soon,accountsin terms of statistical laws or theories thus play a very important
role in science.Rather than deny them explanatory status on the ground that
nonrealizationof the explanandum is compatible with the explanans, we have
to acknowledgethat they constitute explanations of a distinct logical character,
reHeCting,we might say, a different sense of the word ‘because'. Mises expresses
thispointof view when, contemplating recent changes in the notion of causality,
he anticipatesthat “people will gradually come to be satisfied by causal state­
ments of this kind: It is because the die was loaded that the ‘six’ shows more

frequently(but we do not know what the next number will be); or: Because
the vacuum was heightened and the voltage increased, the radiation became
more intense(but we do not know the precise number of scintillations that
will occur in the next n1inute)."m This passage clearly refers to statistical ex­
planationin the sense here under consideration; it sets forth what might be
calleda statistical-probabilistic concept of “because,” in contradistinction to
a strictlydeterministic one, which would correspond to deductive-nomological
explanation.

Our discussion of the statistical explanation of particular occurrences has
so far been concerned to exhibit its inductive character. In the next subsection,

we will consider a further important characteristic which sets I-S explanation
sharplyapart from its deductive counterparts.

15. For details,and for a full account of some experimental tests of this formula, see Sved­
berg (1912),pp. 89 if. The basic ideas of the probabilistic explanation of some other quanti­
tative aspects of Brownian movement are lucidly presented in Mises (1939), pp. 259—68.

16. Mises (1951), p. 188, italics the author’s.
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3.4 THE AMBIGUITY or lNDUCTIVB-STATISTICAI. EXPLANATION AND THE R;­

QUIREMENT01: MAXIMAL Smacmcxrv.

3.4.1. The ProblemofExplanatory Ambiguity. Consider once more the explanation
(3d) of recovery in the particular case of John Jones's illness. The statistical
law there invoked claims recovery in response to penicillin only for a high
percentage of streptococcal infections, but not for all of them; and in fact,
certain streptococcus strains are resistant to penicillin. Let us say that an
occurrence, e.g., a particular case of illness, has the property 8* (or belongs to
the class 8*) if it is an instance of infection with a penicillin-resistant strept­
ococcus strain. Then the probability of recovery among randomly chosen
instances of 8* which are treated with penicillin will be quite small, i.e.,
p (R, S*-P) will be close to O and the probability of non-recovery, p(§, S*-P)
will be close to 1. But suppose now that Jones’s illness is in fact a streptococcal
infection of thepenicillin-resistant variety, and consider the following argument:

P03, S*'P) is close to 1
(3k) S*j . P j

1—1}

[makes practically certain]

This “rival” argument has the same form as (3d), and on our assumptions,
its premises are true, just like those of (3d). Yet its conclusion is the contra­
dictory of the conclusion of (3d).

Or suppose that Jones is an octogenarian with a weak heart, and that in this
group, S**, the probability of recovery from a streptococcus infection in
response to penicillin treatment, p(R, S**-P), is quite small. Then, there is the
following rival argument to (3d), which presents Jones’s nonrecovery as
practically certain in the light of premises which are true:

p(I-{, S**-P) is close to 1

(31) 3"} ' P}

i} [makes practically certain]

The peculiar logical phenomenon here illustrated will be called the am­
biguity of inductive-statisticalexplanation or, briefly, of statistical explanation. This
ambiguity derives from the fact that a given individual event (e.g., Jones's
illness) will often be obtainable by random selection from any one of several
“reference classes" (such as S-P, S*-P, S**-P), with respect to which the kind
of occurrence (e.g., R) instantiated by the given event has very different
statistical probabilities. Hence, for a proposed probabilistic explanation with
true explanans which confers near-certainty upon a particular event, there will



Aspectsof ScientificExplanation [3 9 5]

oftenexist a rival argument of the same probabilistic form and with equally
true premiseswhich confers near-certainty upon the nonoccurrence of the
sameevent. And any statistical explanation for the occurrence of an event
mustseemsuspectif there is the possibility of a logically and empirically equally
sound probabilistic account for its nonoccurrence. This predicament has no

analoguein the case of deductive explanation; for if the premises of a proposed
deductiveexplanation are true then so is its conclusion; and its contradictory,
beingfalse,cannot be a logical consequence of a rival set of premises that are
equally true.

Here is another example of the ambiguity of 1-5 explanation: Upon ex­
pressingsurpriseat finding the weather in Stanford warm and sunny on a date
asautumnalas November 27, I might be told, by way of explanation, that
thiswas rather to be expected because the probability of warm and sunny
weather on a November day in Stanford (N) is, say, .95. Schematically,this
accountwould take the following form, where ‘n’ stands for ‘November 27’:

p (W,N) = .95
. Nn

(3m) [.95]
Wn

But supposeit happens to be the case that the day before, November 26,
wascold and rainy, and that the probability for the immediate successors (S)
of cold and rainy days in Stanford to be warm and sunny is .2; then the
account(3m) has a rival in the following argument which, by reference to
equallytrue premises, presents it as fairly certain that November 27 is not
warm and sunny:

p (W, S) = .8
Sn

(3n) _
Wn

In this form, the problem of ambiguity concerns I-S arguments whose
premisesare in fact true, no matter whether we are aware of this or not. But,
aswill now be shown, the problem has a variant that concerns explanations
whoseexplanansstatements, no matter whether in fact true or not, are asserted
oracceptedby empirical science at the time when the explanation is proffered
or contemplated. This variant will be called the problem of the epistemicam­
biguityofstatisticalexplanation, since it refers to what is presumed to be known
in sciencerather than to what, perhaps unknown to anyone, is in fact the case.

LetK, be the class of all statements asserted or accepted by empirical science
at time t. This class then represents the total scientific information, or “scien­
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tiflc knowledge” at time t. The word ‘knowledge’ is here used in the sensein
which we commonly speak of the scientific knowledge at a given time. It is
not meant to convey the claim that the elements of K, are true, and henceneither
that they are definitely known to be true. N0 such claim canjustifiably be made
for any of the statements established by empirical science; and the basicstandards
of scientific inquiry demand that an empirical statement, however well sup­
ported, be accepted and thus admitted to membership in K, only tentatively,
i.e., with the understanding that the privilege may be withdrawn if unfavorable
evidence should be discovered. The membership of K, therefore changesin the
course of time; for as a result of continuing research, new statements are ad­
mitted into that class; others may come to be discredited and dropped. Hence­
forth, the class of accepted statements will be referred to simply as K when
specific reference to the time in question is not required. We will assumethat
K is logically consistent and that it is closed under logical implication, i.e., that
it contains every statement that is logically implied by any of its subsets.

The epistemic ambiguity of [-5 explanation can now be characterized as
follows: The total set K of accepted scientific statements contains different
subsets of statements which can be used as premises in arguments of the prob­
abilistic form just considered, and which confer high probabilities on logically
contradictory "conclusions." Our earlier examples (3k), (31) and (3m), (3n)
illustrate this point if we assume that the premises of those arguments a
belong to K rather than that they are all true. If one of two such rival arguments
with premises in K is proposed as an explanation of an event considered,or
acknowledged, in scienceto have occurred, then the conclusion of the argument,
i.e., the explanandum statement, will accordingly belong to K as well. And
since K is consistent, the conclusion of the rival argument will not belong to K.
Nonetheless it is disquieting that we should be able to say: No matter whether
we are informed that the event in question (e.g., warm and sunny weatheron
November 27 in Stanford) did occur or that it did not occur, we can produce
an explanation of the reported outcome in either case; and an explanation,
moreover, whose premises are scientifically established statements that confer
a high logical probability upon the reported outcome.

This epistemic ambiguity, again, has no analogue for deductive explanation;
for since K is logically consistent, it cannot contain premise-sets that imply
logically contradictory conclusions.

Epistemic ambiguity also bedcvils the predictive use of statistical arguments.
Here, it has the alarming aspect of presenting us with two rival arguments
whose premises are scientifically well established, but one of which characterizes
a contemplated future occurrence as practically certain, whereas the other
characterizes it as practically impossible. Which of such conflicting arguments,
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if any, are rationally to be relied on for explanation or for prediction?

3.4.2TheRequirementof Maximal Spectfcity and theEpistemic Relativity ofIndnctive­
StatisticalExplanation. Our illustrations of explanatory ambiguity suggest that
a decisionon the acceptability of a proposed probabilistic explanation or pre­
dictionwill have to be made in the light of all the relevant information at our
disposal.This is indicated also by a general principle whose importance for
inductivereasoning has been acknowledged, if not always very explicitly, by
manywriters, and which has recently been strongly emphasized by Carnap,
who calls it the requirement of total evidence. Carnap formulates it as follows:
“in the applicationof inductive logic to a given knowledge situation, the total
evidenceavailable must be taken as basis for determining the degree of con­
firmation."l7Using only a part of the total evidence is permissible if the
balanceof the evidence is irrelevant to the inductive “conclusion,” i.e., if on

thepartialevidence alone, the conclusion has the same confirmation, or logical
probability,as on the total evidence.“3

The requirement of total evidence is not a postulate nor a theorem of
indUCtivelogic; it is not concerned with the formal validity of inductive argu­
ments.Rather, as Carnap has stressed, it is a maxim for the application of in­
ductivelogic; we might say that it states a necessary condition of rationality of
anysuchapplication in a given “knowledge situation,” which we will think
of as representedby the set K of all statements accepted in the situation.

But in what manner should the basic idea of this requirement be brought
to bear upon probabilistic explanation? Surely we should not insist that the
explanansmust contain all and only the empirical information available at the
time. Not all the available information, because otherwise all probabilistic

explanationsacceptable at time t would have to have the same explanans, K,;
and not only the available information, because a proffered explanation may

17. Carnap (1950), p. 211.
The requirement is suggested, for example, in the passage from Lewis (1946) quoted

in note 5 for this section. Similarly Williams speaks of “the most fundamental of all rules
of probabilitylogic, that ‘the' probability of any proposition is its probability in relation
to the known premises and them only." (Williams, 1947, p. 72).

I am greatly indebted to Professor Carnap for having pointed out to me in 1945, when
I first noticed the ambiguity of probabilistic arguments, that this was but one of several
apparentparadoxesofinductive logic that result from disregard of the requirement of total
evidence.

Barker(1957).pp. 70-78, has given a lucid independent presentation ofthe basicambiguity
of probabilisticarguments, and a skeptical appraisal of the requirement of total evidence
asa meansof dealing with the problem. However, 1will presently suggest a way of remedying
theambiguityof probabilistic explanation with the help of a rather severely modified version
of the requirementof total evidence. It will be called the requirement of maximal specificity,
and is not open to the same criticism.

18. Cf. Carnap (1950), p. 211 and p. 494.
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meet the intent of the requirement in not overlooking any relevant information
available, and may nevertheless invoke some explanans statements which have
not as yet been sufficiently tested to be included in K,.

The extent to which the requirement of total evidence should be imposed
upon statisticalexplanations is suggested by considerations such as the following.
A proffered explanation of Jones’s recovery based on the information that
Jones had a streptococcal infection and was treated with penicillin, and that the
statistical probability for recovery in such cases is very high is unacceptableif
K includes the further information that Jones’s streptococci were resistantto
penicillin, or that Jones was an octogenarian with a weak heart, and that in
these reference classes the probability of recovery is small. Indeed, one would
want an acceptable explanation to be based on a statistical probability statement
pertaining to the narrowest reference class of which, according to our total
information, the particular occurrence under consideration is a member. Thus,
if K tells us not only that Jones had a streptococcus infection and was treated
with penicillin, but also that he was an octogenarian with a weak heart (and
if K provides no information more specific than that) then we would require
that an acceptable explanation of Jones’s response to the treatment be basedon
a statistical law stating the probability of that response in the narrowest reference
class to which our total information assigns Jones's illness, i.e., the classof
streptococcal infections suffered by octogenarians with weak hearts.“

Let me amplify this suggestion by reference to our earlier example con­
cerning the use of the law that the half-life of radon is 3.82 days in accounting
for the fact that the residual amount of radon to which a sample of 10 milli­
grams was reduced in 7.64 days was within the range from 2.4 to 2.6 milli­
grams. According to present scientific knowledge, the rate of decay of a
radioactive element depends solely upon its atomic structure as characterized
by its atomic number and its mass number, and it is thus unaffected by the age
of the sample and by such factors as temperature, pressure, magnetic and elec­
tric forces, and chemical interactions. Thus, by specifying the half-life of radon
as well as the initial mass of the sample and the time interval in question, the
explanans takes into account all the available information that is relevant to

19. This idea is closely related to one used by Reichenbach (cf. (1949), section 72) in an at­
tempt to show that it is possible to assign probabilities to individual events within the frame~
work of a strictly statistical conception of probability. Reichenbach proposed that the proba­
bility of a single event, such as the safe completion of a particular scheduled flight of a given
commercial plane. be construed as the statistical probability which the kind of event con­
sidered (safe completion of a flight) possesses within the narrowest reference class to which
the given case (the specified flight of the given plane) belongs. and for which reliable sta­
tistical information is available (for example. the class of scheduled flights undertaken so far
by planes of the line to which the given plane belongs, and under weather conditions similar
to those prevailing at the time of the Right in question).
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appraisingthe probability of the given outcome by means of statistical laws.
Tostatethe point somewhat differently: Under the circumstances here assumed,
our total information K assigns the case under study first of all to the reference
classsayF], of cases where a 10 milligram sample of radon is allowed to decay
for 7.64days; and the half-life law for radon assigns a very high probability,
withinF1, to the “outcome,” say G, consisting in the fact that the residual mass
ofradonliesbetween 2.4 and 2.6 milligrams. Suppose now that K also contains
informationabout the temperature of the given sample, the pressureand relative
humidityunder which it is kept, the surrounding electric and magnetic con­
ditions,and so forth, so that K assigns the given case to a reference class much
narrowerthan F1, let us say, F,F2F3. . . En. Now the theory of radioactive decay,
whichisequally included in K, tells us that the statistical probability of C within
thisnarrower class is the same as within G. For this reason, it suffices in our

explanationto rely on the probability p(G,F1).
Letusnote, however, that "knowledge situations” are conceivable in which

the same argument would not be an acceptable explanation. Suppose, for
example,that in the case of the radon sample under study, the amount re­
mainingone hour before the end of the 7.64 day period happens to have been
measuredand found to be 2.7 milligrams, and thus markedly in excess of 2.6
milligrams—anoccurrence which, considering the decay law for radon, is
highlyimprobable, but not impossible. That finding, which then forms part of
the total evidence K, assigns the particular case at hand to a reference class, say
1”, within which, according to the decay law for radon, the outcome G is
highlyimprobable since it would require a quite unusual spurt in the decay
of the given sample to reduce the 2.7 milligrams, within the one final hour of
the test, to an amount falling between 2.4 and 2.6 milligrams. Hence, the
additionalinformation here considered may not be disregarded, and an ex­
planationof the observed outcome will be acceptable only if it takes account
of the probability of G in the narrower reference class, i.e., p(G,F1F*). (The
theory of radioactive decay implies that this probability equals p(G,F*), so
that as a consequence the membership of the given case in F1 need not be ex­
plicitlytaken into account.)

The requirement suggested by the preceding considerations can now be
stated more explicitly; we will call it the requirement of maximal specificityfin

inductive-statisticalexplanations. Consider a proposed explanation of the basic
statistical form

p(C.F) = r
Pb

(30) Gb l'l



[400] SCIENTIFICmuumon

Let s be the conjunction of the premises, and, if K is the set of all statements
accepted at the given time, let k be a sentence that is logically equivalent to
K (in the sense that k is implied by K and in turn implies every sentencein K).
Then, to be rationally acceptable in the knowledge situation representedby K,
the proposed explanation (30) must meet the following condition (the
requirement of maximal specificity): If s - it implies20 that 5 belongs to a class
F1, and that PI is a subclass of F, then 5°L’must also imply a statement specifying
the statistical probability of G in F1, say

P(G’ F1) = '1

Here, rl must equal 7 unless the probability statement just cited is simplya
theorem of mathematical probability theory.

The qualifying unless-clause here appended is quite proper, and its omission
would result in undesirable consequences. It is proper because theorems of
pure mathematical probability theory cannot provide an explanation of empiri­
cal subject matter. They may therefore be discounted when we inquire whether
5°kmight not give us statistical laws specifying the probability of G in reference
classes narrower than F. And the omission of the clause would prove trouble­
some, for if (30) is proffered as an explanation, then it is presumably accepted
as a fact that Cb; hence ‘Gb' belongs to K. Thus K assigns b to the narrower
class PG, and concerning the probability of G in that class, s-k trivially implies
the statement that p(G, PC) = 1, which is simply a consequence of the measure­
theoretical postulates for statistical probability. Since s-Ie thus implies a more
specific probability statement for C than that invoked in (30), the requirement
of maximal specificity would be violated by (3o)——andanalogously by any
proffered statistical explanation of an event that we take to have occurred-—
were it not for the unless—clause,which, in effect, disqualiers the notion
that the statement ‘p(G, PC) = 1’ affords a more appropriate law to account
for the presumed fact that Cb.

The requirement of maximal specificity, then, is here tentatively put forward
as characterizing the extent to which the requirement of total evidenceproperly
applies to inductive-statistical explanations. The general idea thus suggested
comes to this: In formulating or appraising an 1-5 explanation, we should take
into account all that information provided by K which is of potential explanatory
relevance to the explanandum event; i.e., all pertinent statistical laws, and such

20. Reference to s-L-rather than to L'is called for because, as was noted earlier, we do not
construe the condition here under discussion as requiring that all the explanans statements
invoked be scientifically accepted at the time in question, and thus be included in the cor­
responding class K.
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particularfactsas might be connected, by the statistical laws, with the expla­
nandum event.21

Therequirementof maximal specificity disposes of the problem of epistemic
ambiguity;for it is readily seen that of two rival statistical arguments with
highassociatedprobabilities and with premises that all belong to K, at least
oneviolatesthe requirement of maximum specificity. Indeed, let

p (Cf?) = r1 p(G, HI),= r2F H

[r]] and r—f: [r2]
C l) G b

bethearguments in question, with rl and r2 close to 1. Then, since K contains
thepremisesof both arguments, it assigns b to both P and H and hence to F-H.
Henceif both arguments satisfy the requirement of maximal specificity, K
must imply that

MG. PH) = pm. F) = r.
rP(E’F'H) = NEH) = 2

But p(G, F-H) + p(G, F'H = 1
Hence 1', + r2 = 1

andthisis an arithmetic falsehood, since rl and r2 are both close to 1; hence it
cannot be implied by the consistent class K.

Thus,for 1-5explanations that meet the requirement of maximal specificity
theproblemof epistemic ambiguity no longer arises. We are neverin a position
to say:No matter whether this particular event did or did not occur, we can
producean acceptable explanation of either outcome; and an explanation,
moreover,whose premises are scientifically accepted statements which confer
a highlogicalprobability upon the given outcome.

21. By its reliance on this general idea, and specifically on the requirement of maximal
specificity,the method here suggested for eliminating the epistemic ambiguity of statis­
ticalexplanationdiffers substantially from the way in which I attempted in an earlier study
(Hempcl,1962,especially section 10) to deal with the same problem. In that study, which
did not distinguishexplicitly between the two types of explanatory ambiguity character­
izedearlierin thissection, I applied the requirement of total evidence to statistical explanations
in a mannerwhich presupposed that the explanans of any acceptable explanation belongs to
the classK, and which then demanded that the probability which the explanans confers
upontheexplanandum be equal to that which the total evidence, K, imparts to the explanan­
dum. The reasons why this approach seems unsatisfactory to me are suggested by the
argumentsset forth in the present section. Note in particular that, if strictly enforced, the
requirementof total evidence would preclude the possibility of any significant statistical
explanationfor events whose occurrence is regarded as an established fact in science; for any
sentencedescribing such an occurrence is logically implied by K and thus trivially has the
logical probability 1 relative to K.
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While the problem of epistemic ambiguity has thus been resolved,ambiguity
in the first sense discussed in this section remains unaffected by our requirement;
i.e., it remains the case that for a given statistical argument with true premises
and a high associated probability, there may exist a rival one with equally
true premises and with a high associated probability, whose conclusioncon­
tradicts that of the first argument. And though the set K of statementsaccepted
at any time never includes all statements that are in fact true (and no doubt
many that are false), it is perfectly possible that K should contain the premises
of two such conflicting arguments; but as we have seen, at least one of the
latter will fail to be rationally acceptable because it violates the requirement
of maximal specificity.

The preceding considerations show that the concept of statistical explanation
for particular events is essentially relative to a given knowledge situation as represented

by a class K of acceptedstatements. Indeed, the requirement of maximal specificity
makes explicit and unavoidable reference to such a class, and it thus servesto
characterize the concept of “1-5 explanation relative to the knowledge
situation represented by K." We will refer to this characteristic as the epistemic
relativity of statistical explanation.

It might seem that the concept of deductive explanation possessesthe same
kind of relativity, since whether a proposed D-N or D-S account is acceptable
will depend not only on whether it is deductively valid and makes essential
use of the proper type of general law, but also on whether its premisesare well
supported by the relevant evidence at hand. Quite so; and this condition of
empirical confirmation applies equally to statistical explanations that are to be
acceptable in a given knowledge situation. But the epistemic relativity that
the requirement of maximal specificity implies for 1-5 explanations is of quite
a different kind and has no analogue for D-N explanations. For the specificity
requirement is not concerned with the evidential support that the total evidence
K affords for the explanans statements: it does not demand that the latter be
included in K, nor even that K supply supporting evidence for them. It rather
concerns what may be called the concept of a potential statistical explanation. For
it stipulates that no matter how much evidential support there may be for
the explanans, a proposed [-8 explanation is not acceptable if its potential
explanatory force with respect to the specified explanandum is vitiated by
statistical laws which are included in K but not in the explanans, and which
might permit the production of rival statistical arguments. As we have seen,
this danger never arises for deductive explanations. Hence, these are not subject
to any such restrictive condition, and the notion of a potential deductive ex­
planation (as contradistinguished from a deductive explanation with well­
confirmed explanans) requires no relativization with respect to K.
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Asa consequence,we can significantly speak of true D-N and D-S explana­
tions: they are those potential D-N and D-S explanations whose premises
(andhence also conclusions) are true—no matter whether this happens to be
knownor believed, and thus no matter whether the premises are included in

K. But this idea has no significant analogue for 1-3 explanation since, as we
haveseen,the concept of potential statistical explanation requires relativization
with respect to K.

3.4.3DiscreteState Systems and Explanatory Ambiguity. In a lucid and instructive
article,Rescher”has shown that physical systems of a particular kind, which he
callsdiscretestate systems, afford excellent illustrations of deductive and prob—
abilisticexplanation and prediction, and that a closer examination of such
systemscan shed a good deal of light on the logical structure, the scope, and
theinterrelationsof those procedures. I propose to show that a study of those
systemsalso confronts one with the problem of explanatory ambiguity and
supportsthe solution here suggested.

By a discretestate system, or a DS system for short, Rescher understands a
physicalsystemwhich at any moment is in one of several possible states,SI, S2,. . . ,
eachof whose occurrences occupies a finite, though perhaps very brief, period
oftime;for the purpose at hand, the number of possible states for a DS system
istakento be finite. The succession of states exhibited by a DS system is governed

bya setof laws,each of which may be deterministic or probabilistic (statistical).
A deterministiclaw has the form ‘State 8, is always immediately followed by
5th 3;; a probabilistic law has the form ‘The statistical probability for (an
occurrenceof) state S,-to be immediately followed by (an occurrence of) state
S].isr03A DS system of this kind can be characterized by means of the matrix
of all the transition probabilities rij.

Thereare various physical examples of DS systems; among them Rescher
mentionsan electronic digital computer; an atom of a radioactive element in
itssuccessivestates of decay; and—given a suitably schematized mode of des­
cription—aparticle in Brownian motion. A ball rolling down a Galton Board”3
isyet another DS system; its state at a given time being represented by the
numberof pins that separate it horizontally from the vertical center line of the
board.

A potentialprobabilistic explanation (of a momentary state of a DS system)
isdefinedby Rescher as an argument whose conclusion is of the form ‘the
stateof the system in time-interval t is S", or ‘st(t) = S" for short, and whose
premisesconsistof the laws governing the system and of a set of statements
specifyingthe statesexhibited by the system during certain other time intervals,

22. Rescher (1963).

23. For a discussion of this process, see Misc: (1939), pp. 237-40.
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t1, t2, . . . , tn, all of which are diEerent from t.“ The argument may be “proba­
bilistic, either in the strong sense. . . that st(t) = S'-is (conditionally) morelikely
than not, or in the weak sense . . . that st(t) = S is (conditionally) morelikely

than st(t) = S] for any #i."" Finally, “A potentially explanatory argument
becomes an (actual) explanation if its premises are actually or probably true.""

To see that probabilistic explanation thus construed again is plagued by
ambiguity, consider a DS system capable of ust three states, S], S2,S3,with tran­
sition probabilities as specified in the following schema:

s, s, s,
s, 0 .99 .01

s, 0 0 1

s, 1 o 0

Thus, the probability of SI being immediately followed by S1is 0; by 5;.
.99; by $3, .01; and so forth.

Alternatively, DS systems can be characterized by what Rescher calls
transition-diagrams. In our case, the diagram takes the following form:

>53(1)—'—i
SI (.99) : 52(1) T

(.01)

As is readily seen, the transition laws here indicated imply the following
two derivative laws:

(L1) The probability for the two-period successor of S1to be S, is .99X1=
.99.

(L2) The probability for the immediate successor of S1.to be again S3is0.
Suppose now that in two particular successive time intervals t1and t2, our

24. Rescher does not require of a potential explanation—as he does of a potential pre­
diction, which is otherwise characterized in the same manner—that the time intervals t1,t,,

. . , I" must all precede t. As a result, every potential prediction is a potential explanation,
but not conversely. His reason for this construal will be examined in section 3.5.

25. Rescher (1963), p. 330. italics the author’s. The concept of conditional likelihood
here invoked isnot further clarified; but it evidently is meant to represent the likelihoodwhich
the conclusion of the explanatory argument possessesrelative to, or conditional upon, the
premises. In this case,likelihoods would have the generalcharacterof logical probabilities; and
Rescher does seem to operate with them in accordance with the conception reflected by
our schema (3h), where the "likelihood" in question is speciEed in square brackets next to
the double line separating the conclusion from the premises.

26. Rescher (1963), p. 329, italics the author’s.
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systemexhibitsthe states S1 and Sa respectively; i.e. that the following state­
ments are true:

(C1) “(11) 51

(C2) 5‘02) 33

ThenC1jointly with L1 provides the premises for a probabilistic argument
whichgivesthe "likelihood" .99 to the conclusion that in the time interval t,
immediatelyfollowing t2, the system is in state 83; i.e., that st(t,) = 83. But
C2jointly with L2 analogously gives the likelihood 1 to the conclusion that
“(5) ¢ 83. On our assumptions, the premises invoked in these conflicting
argumentsare true; hence the arguments constitute strong probabilistic ex­
planations,in Rescher's sense, of the occurrence and of the nonoccurrence of
53during time interval t3; and both are actual explanations in Rescher’s sense
sincealltheexplanatory premises are true. Thus we have explanatory ambiguity
in the first of our two senses. That ambiguity in the second, epistemic, sense
is presentas well is clear when we consider that on our assumptions, all the
remisesinvoked may of course belong to the class K of statements that are

acceptedat the time.”
To preclude this untenable consequence, Rescher’s dehnitions of prob­

abilisticexplanation and prediction must be supplemented by a suitable addi­
tionalrequirement.In our example, the first of the two competing arguments
wouldclearlybe rejected on the ground that it disregards some relevant in­
formation.But this is precisely the verdict of the requirement of maximal

specificity.For in our illustration, we may assume that the class K includes the
informationconveyed by C1, C2, L1, and L2; but that K contains no more

specificinformationwhich would imply a probability assignment, on empirical
grounds,to the sentence ‘st(t3) = 83’. The first of the two probabilistic argu­
ments violates the requirement of maximal specificity, since it takes into
accountonly that the state of the system at £1is 81, although K tells us further
that the occurrence of S 1 at 1‘1is directly followed by an occurrence of S3, and
thatfor an occurrence of 81 that is followed by an occurrence of S3 the prob­
abilityof having S3as a two-period successor is 0. (For L2 tells us quite generally
that the probability for an occurrence of 83 no matter what its predecessor

may be—tobe followed by an occurrence of S3 is 0.) Hence only the second
of the two rival arguments is acceptable under the requirement of maximal

5Pcciflcity.

27, The same ambiguity would jeopardize the predictive use of these arguments:

thoughboth based on accepted (and indeed, true) premises, they lead to contradictory pre­
dictionsabout the state of the system during t,.
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3.5 PREDICTIVE ASPECTS or STATISTICAL EXPLANATION. Can it be maintained

that an inductive-statistical explanation of a particular event, much likea
deductive-nomological one, constitutes a potential prediction of that event:

If the statement describing the occurrence in question is includedin the
class K of accepted statements, then the question of predicting the eventclearly
cannot arise in the knowledge situation represented by K. Let us therefore
put our problem into this form: Suppose that an argument of the type(30)
meets the requirement of maximum specificity relative to K and that its
explanans is well confirmed by K; would it then be acceptable as a predictive
argument in the knowledge situation characterized by Ka The answerwill
depend, of course, on the conditions we think a statistical argument hasto satisfy
if it is to be rationally acceptable for predictive purposes in a given knowledge
situation. Let us briefly consider this question.

Rationality clearly demands that in forming expectations concerningfuture
occurrences we take into account all the relevant information availableat the

time: this is the gist of the requirement of total evidence. But how is this
requirement to be construed more specifically? If a general definitionand
theory of logical, or inductive, probability is available, the condition comesto
this: the probability conferred upon the conclusion of the predictive argurm?nt
by the premises alone should equal the probability imparted to it by thttOtal
evidence K; in that case, the balance of the total evidence is justifiablydisre­
garded in the argument, for its addition to the premises would not changethe
probability of the conclusion. At present, no definition and theory of inductive
probability is available which is sufficiently comprehensive to be applicableto
all the kinds of inductive argument that would have to be considered.IfsllCi1
a definition should be constructed—for example, by generalizing CamaP’S
approach—it might turn out that a statistical argument whose premisesare
well supported by K, and which does satisfy the requirement of maximal
specificity, still does not strictly meet the requirement of total evidencein the
precise quantitative form under consideration. For example, let K consistof
the premises of (30) and the further statement ‘Hd’, then, though intuitively
this latter statement is entirely irrelevant to the conclusion ‘Gb’, it is conceivable
that the logical probability, in the sense here assumed, of ‘Gb’ relative toK
should differ from the logical probability r of ‘Cb’ relative to the premisesof
(30) alone. Or suppose that K consists of the statements ‘p(G,F) = .9'.
‘p(G,H) = .1’, ‘p(Cf-H) = .85’, ‘Fb', ‘Hb’; then a statistical argument with thelast
three of these statements as premises and ‘Gb’ as conclusion satisfies the re­
quirement of maximal specificity relative to K. Yet again, the logical proba­
bility of ‘Gb’ relative to K might differ from the logical probability, .85,of
‘Gb' relative to the set of the three premise-statements.
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Intheabsenceof a suitable general definition of logical probability, however,
it seemsquite clear that the predictive argument just considered would indeed
byregardedas rationally acceptable in the knowledge situation represented by
K; the statisricallaw specifying the probability of G in F°H would count as
overridingthe laws specifying the probability of G relative to F and to H,
respectively.Similarly, an argument of the type (30) whose premises are well
substantiatedand which conforms to the requirement of maximum specificity
wouldsurelybe regarded as a rational way of forming expectations concerning
theeventdescribed by the conclusion. And in general, predictive arguments
insciencewhich are based on probabilistic laws appear to be governed by the
requirementof maximum specificity and the requirement of adequate con­
firmationfor the premises. To the extent thus indicated, then, an argument
thatconstitutesan acceptable statistical explanation relative to K also forms an
acceptablepotential prediction relative to K.

Hanson28has put forward an interesting view of the relation between
explanatoryand predictive arguments in science, which gives me an occasion
aswellas an opportunity to amplify the general position just outlined, and
to argue further in its support.

Accordingto Hanson, the view that an adequate explanation also affords a
potentialprediction conforms well to the character of the explanations and
predictionsmade possible by Newtonian Classical mechanics, which is deter­
ministicin character; but it is quite inappropriate in reference to quantum
theory,which is fundamentally nondeterministic. More specifically, Hanson
holdsthat the laws of quantum theory do not permit the predictionof any
individualquantum phenomenon P, such as the emission of a beta-particle by
a radioactivesubstance, but that “P can be completely explained ex post facto;
onecan understand fully just what kind of event occurred, in terms of the
well-establishedlaws of. . . quantum theory. . . .These laws give the meaning
of ‘explainingsingle microevents'."39

It is indeed the case that because of their purely statistical character, the
lawsof radioactive decay permit the prediction of events such as the emission
ofbeta-particlesby disintegrating atoms only with probability and not with
deductive-nomological definiteness for an individual occurrence. But for

exactlythe same reason, those laws permit only a probabilistic explanation of
aparticularemission P rather than a “complete” explanation “ex post facto,"
asHansonputs it. For if, as the phrase “ex post facto” might seem to suggest,
the information that P has occurred were included in the explanans, the

28. Hanson (1959) and (1963), chapter 2.

29. Hanson (1959), p. 354, italics the author's; similarly in Hanson (1963). P- 29­
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resulting account would be unilluminatingly circular: surely Hansondoesnot
mean that. And if the explanans contains only statements about antecedent
conditions, plus the statistical laws of radioactive decay, then it can showat
best that the occurrence of P was highly probable; but this affordsonlyan
inductive-statistical explanation, which has the same logical form as the prob­
abilistic, i.e., inductive-statistical, prediction of P.30

In the context of his argument, Hanson puts forward another assertion,
namely: “Every prediction, if inferentially respectable, must possessa corres­
ponding postdiction.”31 By a postdiction, Hanson means “simply the logical
reversal of a prediction": a prediction proceeds “from initial conditionsthrough
boundary conditions to a statement about some future event at," and a post­
diction consists “in inferring from a statement about some present event36.
through the boundary conditions, back to already known initial conditions."”
But Hanson’s thesis is incorrect, as is shown by the following counter-example.
Consider a discrete state system whose three possible states, SI, 82,53, are
linked by the following laws: Sl as well as 82 is always followed by 53; 53
is followed, with a probability of .5, by S1and with the same probability by Sz~
The corresponding transition diagram is this:

I |

Then the information that in time-interval t5 the system is in $2 permitsthe

deductive-nomological, and thus clearly “inferentially respectable" prediction
that during t3, the system will be in 53; but no corresponding postdicrion15
possible from the latter information to the former.33

In conclusion, I wish to consider an argument put forward by Reschcras
to the relation between explanation and prediction. The gist of it can most

30. For comments in a similar vein, see Henson (1963); also the critical responsein Feyer­
abend (1964).

31. Hanson (1963), p. 193, (f. also p. 40. Hanson goes on to say: “This is part ofHempel's
thesis. and it is sound, necessarily" (HIM). Actually. I have argued against this thesis, which is
true of predictions based on deterministic theories. but not true in general. See Hempel (1962),
pp. 114—15.

32. Hanson (1963), p. 193, italics the author's.
33. On this point, see also Griinbaum (1963). p. 76. Griinbaum's article presents a de­

tailed discussion of the structural identity of explanation and prediction and examinesa
variety of objections to this idea.
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simplybe stated by particular reference to Rescher’s study of discrete state
systems,which we considered in section 3.4. On Rescher’s definition, an
argumentexplaining the state of such a system in time interval I may refer, in
theexplanans,to the states exhibited by the system at certain other times,
whichmay be earlier or later than t; whereas an argument predicting the
stateat t is required to refer only to preceding states. As a consequence of these
definitionalstipulations, “it follows that whenever a prediction. . . is given,
soafortioriisan explanation,” but not conversely. “For our defining conditions
forprediction. . . in effect add to the conditions for explanation. . . certain
addedrestrictions of a temporal character."34

In defenseof imposing that additional requirement on prediction, Rescher
argues,in effect,as follows: Suppose that the premises of a proposed argument
predictingthe state of the system at t include a statement specifying the state
of that system for some later time interval t1. Then, since the argument is
predictive,t is later than “the present," tN, and hence so is (1. Now there are
twopossibilities.Either the premise pertaining to (I can itself be inferred,
bymeansof laws, from past states of the system: then the given predictive
argumentcan evidently be replaced by one that infers the state at t, with the
helpof laws,solely from past states, so that the restrictive requirement is met;
or (ii)the explanatory premise about t1 cannot be inferred from statements
aboutpast states: then "we do not actually have a proper prediction at all
~for we are basing our ‘predictive’ argument on a premise which cannot
bejustifiedin terms of available information.”35

But as the reference to justificatory evidence indicates, this consideration
hasno bearing on the thesis that an explanatory argument is potentially also
apredictiveone, i.e., that it could have been used to derive a predictive sentence
concerningthe state of the system at r if the statements forming the explanans
hadbeen formulated and used as premises before t. To be sure, we would
normallyask for an explanation of a given state only after its occurrence, i.e.,
inour case,after t;3° and it is true, as the argument points out, that we may
thenbe able to support the critical premise by evidence that was not available
beforeI. But the empirical support for the premises has no bearing on the
structuralrelationships between explanatory and predictive arguments; nor,
[think, do considerations based on it afford good grounds for imposing a
restrictiveformal condition upon predictive inferences.

34. Rescher (1963). p. 329.
35. Rescher (1903), p. 333, italics the author's.
36. Indeed.by parity of reasoning, Rescher would seem obliged to say that the argu­

mentconsideredin our example, one of whose premises refers to ii, is not a proper ex­
planationeither. if it is presented before tl (though after t), for it then rests on a premise that
is not justified by available evidence.
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It should also be remembered that, as was noted in section 2.4, eventhe

most perfect cases of scientific prediction normally make use of somestatements
about the future that are not inferred by law from information aboutthepast.
Thus, the prediction of the positions of the planets at a given time on thebasis
of the requisite data concerning their locations and momenta a monthearlier
requires an assumption concerning the boundary conditions during the inter­
vening time interval, normally to the effect that there will be no outsideinter­
ference with the system. And though this is not inferred by law from other
particulars, the ‘arguments presupposing those boundary conditions are not
regarded as therefore affording no proper predictions at all.

Finally, we might note with Scheffler that we may sometimes reasonably
speak of explaining a future event, and that indeed, in some cases,one andthe
same argument may be considered as predicting a certain event and explaining
it; as, for example, when the question ‘Why will the sun rise tomorrow?’
is answered by offering some appropriate astronomical information.371:0r
this reason, too, it seems inadvisable to impose different formal requirements
upon explanatory and predictive arguments.

3.6 Tma NONCONJUNCTIVENESS or INDUCTIVE-STATISTICAL EXPLANATION.

Inductive-statistical explanation differs from its deductive counterpartsin yet
another important respect. When a given explanans deductively accountsf0r€8Ch
of several explananda, then it also deductively accounts for their conjunction;
but the analogue for I-S explanation does not generally hold becausean exph'
nans that confers high probability on each of several explananda may confera
very low probability on their conjunction. In this sense, then, [-5 explanation.
in contrast to deductive explanation, is non-cory'unctive.

Consider, for example, the random experiment F of flipping a fair cointen
times in succession. Each performance of this experiment will yield, as its
outcome, one of the 21°: 1024 different possible sequences of 10 individual
results each of which is either heads or tails. Let 0,, Oz, . . . , Om24be the
different possible kinds of outcome thus characterized. Then, according to the
standard statistical hypothesis—let us call it S—for this kind of experiment.
the probability of obtaining heads by flipping the coin is 1/2, and the results
of different Hippings are statistically independent of each other. It follows
therefore deductively that the statistical probability of obtaining outcome
0* as a result of performing F is p(O , F) = 1/1024, and the probability of
getting a result other than 0,, is p(5,‘, F) = 1-1/1024 = 1023/1024,for any
one of the different possible outcomes 0*.

37. Schcchr (1957), p. 300.
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Supposenow that a particular performance, f, of F has yielded 0500 as its
outcome:Om ( This result can also be described by saying that did not
yieldany of the other possible outcomes:

alm'azm-uauam°6501(f)'---'510240)
Now, our statisticalhypothesis S in conjunction with the information that

f wasa particularperformance of F, i.e., that F), provides an [-3 explanation
withhigh associated probability for (the facts described by) each of the 1023
sentenceshere conjoined as follows:

p(c-),,F) = 1023/1024
F0)

5‘0)

The requirement of maximal specificity is satisfied by these accounts since
for such further information about the particular experiment f as may be
availableto us under the circumstances, S may be taken to imply that it does
notaffectthe probability of 0‘. But though S in combination with the infor­
mationthat F(f) thus confers a high probability on each of the 1023 conjoined
statementsjust listed, it assigns the very low probability of 1/1024 to their
conjunction,which is tantamount to the statement ‘0500(fr;
For we have

p (0500, F) = 1/1024
PU)

; [1/1024]
0500 (f)

Thus,while S together with ‘Fm’ provides an [-5 explanation with high
associatedprobability for (the facts described by) any of the 1023 sentences
citedabove, it does not do so for (the facts described by) their conjunction.38

This nonconjunctiveness of I-S explanation thus springs from the fact that
oneand the same set of sentences may confirm to a very high degree each of
nalternativestatements while confirming with similar strength the negation of
their conjunction. This fact, in turn, is rooted in the general multiplication
theoremfor probabilities, which implies that the probability of the conjunction
of two items (i.e., characteristics or sentences, according as statistical or logical
probabilitiesare concerned) is, in general, less than the probability of either
itemtaken by itself. Hence, once the connection between explanans and ex­
planandumin the statistical explanation of particular phenomena is viewed as

-‘ [1023/1024]

38. For another illustration, cf. Hempcl (1962), p. 165.
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inductive, nonconjunctiveness presents itself as an inevitable aspect of it, and
thus as one of the fundamental characteristics that set I-S explanation apart
from its deductive counterparts.

4. THE CONCEPTS OF COVERING-LAW EXPLANATION AS
EXPLICATORY MODELS

4.1 GENERAL CHARACTER AND INTENT OF THE MODELS. We have by now dis­

tinguished three basic types of scientific explanative: deductive-nomological,
inductive-statistical, and deductive-statistical. The first of these is often referred

to as the covering-law model or the deductive model of explanation, but since
the other two types also involve reference to covering laws, and since oneof
them is deductive as well, we will call the first more specifically the deductive­
nomological model; analogously, we will speak of the others as the inductive­
statistical and the deductive statistical modelsqfexplanation.

As is made clear by our earlier discussions, these models are not meant to de­
scribe how working scientists actually formulate their explanatory accounts.
Their purpose is rather to indicate in reasonably precise terms the logical
structure and the rationale of various ways in which empirical scienceanswers
explanation-seeking why-questions. The construction of our models therefore
involves some measure of abstraction and of logical schematization.

In these respects, our concepts of explanation resemble the concept, of
concepts, of mathematical proof (within a given mathematical theory) as
construed in metamathematics. Let us note the principal points of resem­
blance.

In either case, the models seek to explicate the use and function of certain
“explicandum” terms—‘proof’ and its cognates in one case, ‘explanation’and
its cognates in the other. However, the models are selective; they are not meant
to illuminate all the different customary uses of the terms in question, but only
certain special ones. Thus, metamathematical proof theory is concerned only
with the notion of proof in mathematics. To put the theory forward is not to
deny that there are other contexts in which we speak of proofs and proving.
nor is it to assert that the metamathematical concepts are relevant to those
contexts.

Similarly, to put forward the covering-law models of scientific explanation
is not to deny that there are other contexts in which we speak of explanation,
nor is it to assert that the corresponding uses of the word ‘explain’conform to
one or another of our models. Obviously, those models are not intended to
reflect the various senses of ‘explain’ that are involved when we speak of
explaining the rules of a contest, explaining the meaning of a cuneiform in­
scription or of a complex legal clause or of a passage in a symbolist poem,
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explaininghow to bake Sacher torte or how to repair a radio. Explicating the
conceptof scientificexplanation is not the same thing as writing an entry on
theword‘explain'for the Oxford English Dictionary. Hence to deplore, as one
criticdoes,the “hopelessness” of the dcductive-nomological model on the
groundthat it does not fit the case of explaining or understanding the rules
ofHanoveriansuccession1is simply to miss the intent of the model. And it is
theheightof irrelevance to point out that the deductive-nomological model
presupposesthat explanations are formulated in a “descriptive language,”
whereas“thereare clearly cases where we can explain without language, e.g.,
whenweexplainto the mechanic in a Yugoslav garage what has gone wrong
withthecan": This is like objecting to a metamathematical definition of proof
onthegroundthat it does not fit the use of the word ‘proof’ in ‘the proof of the
puddingis in the eating’, nor in ‘86 proof Scotch’. Wordless gesticulation
intendedto indicateto a Yugoslav mechanic what is wrong with the car indeed
doesnotqualifyas scientific explanation according to any of our models; but
thatisasit should be, for a construal of scientific explanation that did admit
thiscasewould thereby show itself to be seriously inadequate.

In supportof the idea that all these different uses of the word ‘explain’
shouldbe encompassed by an adequate analysis of explanation, Scriven has
arguedthatthey all have the same “logical function,” about which he remarks:
"therequestfor an explanation presupposes that something is understood, and a
completeansweris one that relates the object of inquiry to the realm of under­
standingin some comprehensible and appropriate way. What this way is
variesfrom subject matter to subject matter. . . ; but the logicaljimction of
explanation.. . is the same in each field."3 But while the opening remark of
thispassagemay well apply to many different kinds of explanation, neither
itnortherestof Scriven’s remarks on the subject concern what could properly
becalleda logicalaspect of explanation. Indeed, such expressions as ‘realm of
understanding'and ‘comprehensible’ do not belong to the vocabulary of
logic,for they refer to the psychological or pragmatic aspects of explanation.
We will consider these aspects in the next section and will see that when
construedasobservations about the pragmatics rather than the logic of expla­
nation,characterizations such as Scriven’s are quite relevant.

But the different ways of explaining contemplated by Scriven certainly
cannotbe said to have the same logical function. For, first, even the linguistic

l. Scriven (1959), p. 452.

2. Scriven(1962), p. 192. That such objections are irrelevant has been stressed also by
Brodbeclt(1962).p. 240. Some perceptive and stimulating comments on this issue and on
otheraspecrsof “the quarrel about historical explanation” will be found in Weingartnet’s
articlc(l961).

3. Scriven (1962), p. 202, Italics the author's.
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means which serve to indicate the subject matter of different kinds of explan­
ation are of different logical character. For example, when an explanation is
to indicate the "meaning" of a literary passage, a symbol, a work of art, and
the like, the explanandum will be specified by means of a noun-phrase('the
ampersand sign', ‘the first sentence of Genesis’, ‘the swastika’); whereas ex­
planations of the kind we have been considering are concerned with facts,
occurrences, events, uniformities—any one of which is properly characterized
by means of a sentence (which appears as the explanandum-sentence in our
schemata). Secondly, the problem of specifying meanings and that of stating
the “causes” of an occurrence or perhaps the reasons for which an action was
done surely are of different logical character; and the adequacy of the solutions
proposed in each case must be judged by quits: different criteria. The differences
between the tasks to be accomplished by these and other kinds of explanation
lie, in fact, precisely in differences between the logical structure of the corres­
ponding kinds of explanation.

From the selectiveness of explicatory models of proof and of explanation
let us now turn to another common feature. Metamathematical proof theory
is not intended to give a descriptive account of how mathematicians formulate
their proofs. Indeed the formulations that mathematicians actually offer will
usually depart to some extent from that called for by rigorous and, as it
were, "ideal" metamathcmatical standards. Yet those standards may be said
to exhibit the logical structure and the rationale of mathematical demonstration
and to provide criteria for the critical appraisalof particular proofs that might
be proposed.

A proposed proof may then be found to depart from a given theoretical
standard only in inessential ways; for example, by omitting as obvious certain
intermediate steps in the argument; or by failing to mention certain premises,
which are taken to be understood, and which can be specified explicitly if the
need should arise. In such cases, we might say that the proof is clliptically
formulated. On the other hand, the shortcomings may be crucial, as in the various
proofs of the postulate of the parallels on the basis of the other postulatesof
Euclidean geometry.

In addition to providing standards for critical appraisal, the construction of
rigorous concepts of mathematical proof has permitted the development of a
powerful theory which has yielded far-reaching and often quite unexpected
results concerning provability, decidability, and definability in mathematical
systems of specified kinds.

Analytic models of scientific explanation, I think, can serve similar purposes,
if on a much more modest scale. As for the possibility of general systematic
developments, we might mention, for example, the results established by
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Ramsey and by Craig4 concerning the role and the possible dispensability,in
the context of scientific explanation, of principles ostensibly referring to
unobservable “theoretical” entities. These results, and whatever insight they
convey into the logic of scientific procedure, could be achieved only by refer­
ence to a precisely formulated, and to some extent schematic, conception of
scientificexplanation.

4.2 Vannarnss or EXPLANATORY INCOMPLETENESS

4.2.1 Elliptic Fornmlation. Like a proposed mathematical proof, a proposed
explanation may be elliptically formulated. When we explain, for example,
that a lump of butter melted because it was put into a hot frying pan, or that
a small rainbow appeared in the spray of a lawn sprinkler because sunlight
was reflected and refracted in the water droplets, we may be said to be offering
elliptic versions of D-N explanations. Accounts of this kind forego mention of
certain laws or particular facts that are tacitly taken for granted, and whose
explicit inclusion in the explanans would yield a complete D-N argument.
An elliptically formulated explanation may be said to be incomplete,but in a
rather harmless sense.

4.2.2 Partial Explanation. Often, however, explanatory accounts exhibit a
more serious kind of incompleteness. Here, the statements actually included in
the explanans, even when supplemented by those which may reasonably be
assumed to have been tacitly taken for granted in the given context, account
for the specified explanandum only partially, in a sense I will try to indicate by
an illustration.

In his Psychopathology of Everyday Life, Freud offers this description and
explanation of a slip of the pen:

On a sheet of paper containing principally short daily notes of business interest,
I found, to my surprise, the incorrect date “Thursday, October 20th," bracketed
under the correct date of the month of September. It was not difficult to explain
this anticipation as the expression of a wish. A few days before, I had returned fresh
from my vacation and felt ready for any amount of professional work, but as
yet, there were few patients. On my arrival, I had found a letter from a patient
announcing her arrival on the twentieth of Ocrober. As I wrote the same date in
September, I may certainly have thought, “X ought to be here already; what a
pity about that whole month!" and with this thought, I pushed the current date
a month ahead.5

Clearly, this formulation of the intended explanation is elliptical in the

4. See Ramsey (1931). pp. 212-15, 231; and Craig (1956). Cf. also the discussion of these
results in Hempel (1958), section 9.

5. Freud (1951), p. 64.
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sense considered a moment ago; for it does not mention any laws or theoretical
principles in virtue of which the subconscious wish, and the other particular
circumstances referred to, could be held to explain the slip in question. However,
the theoretical ideas that Freud proposes for the interpretation of such lapses
strongly suggest that his explanation is governed by a general hypothesis to the
effect that when a person has a strong, though perhaps subconscious, wish,then
if he commits a slip of pen, tongue, or memory, the slip will take a form in
which it expresses, and perhaps symbolically fulfills, that wish.

Even this vague statement is no doubt more definite than what Freud would
have been willing to assert; and perhaps, despite Freud’s deterministic leanings,
it would be more appropriate to conceive of the key hypothesis as being of
statistical form, and to regard the proposed explanation as probabilistic. But
for the sake of the argument, let us take the hypothesis as stated and incorporate
it into the explanans, together with particular statements to the effect that
Freud did have the subconscious wish he mentions, and that in fact he was

going to commit a slip of the pen. Even then, the resulting explanans enables
us to infer only that the slip would take someform or other that would express,
and perhaps symbolically fulfill, Freud’s subconscious wish; but the explanans
does not imply that the slip would take the specific form of writing “Thursday,
October 20," on the calendar, next to the corresponding date for September.

But inasmuch as the class, say F, of slips taking this latter form is a proper
subclass of the class, say W, of those slips of the pen which in some way express
and perhaps symbolically fulfill the specified wish, we might say that the ex­
planandum as described by Freud—i.e., that he made a slip falling into the class
F—is explained at least in part by this account, which places the slip into the
wider class W. Arguments of this kind might be called partial explanations.
Many of the explanatory accounts offered in the literature of psychoanalysis“
and of historiography are at most partial explanations in this sense: the ex­
planans does not account for the explanandum—phenomenon in the specificity
with which it is characterized by the explanandum-sentence, and thus, the
explanatory force of the argument is less than what it claims or appears to be.

I think it is important and illuminating to distinguish such partial expla­
nations, however widely they may be offered and accepted, and however fruitful
and suggestive they may prove, from what might be called deductivelycomplete
explanations, i.e., those in which the explanandum as stated is logically implied
by the explanans; for the latter do, whereas the former do not, account for the
explanandum phenomenon in the specificity with which the explanandum

6. This holds true, I think. for the many, often highly suggestive, explanatory analyses
included in Freud's Psychopathologyqueeryday Life.
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sentence describes it.7 An explanation that conforms to the D-N model is,
therefore, automatically complete in this sense; and a partial explanation as we
have characterized it always falls short of being a D-N explanation.

In a statistical explanation, the explanans does not logically imply the ex­
planandum. Are we then to qualify all such explanations as incomplete? Dray
raisesthis question when he asks whether “an event can be completelyexplained
(although perhaps in a different sense) without subsuming it under a universal
law licensing its deduction, and consequently without showing that it had to
happen.”3 The answer that statistical explanations are deductively incomplete
would be an uninteresting truism. As is suggested by Dray’s clause “although
perhaps in a different sense”, we are, rather, faced with the question whether
the notion of explanatory completeness, which so far has been defined only
in reference to proposed D-N explanations, might reasonably be broadened
so as to become applicable also within the domain of probabilistic explanation.
It seemsinadvisable to construct an extended concept of explanatory complete­
ness in such a way as to qualify all statistical explanations as incomplete. For
this qualification carries with it connotations of a deficiency, and surely, we
cannot regard statistical explanations simply as unsuccessful D-N explanations:
they constitute an important type of explanation in their own right. To be sure,
the early explanatory uses of statistical laws and theories, for example in
nineteenth century physics, were often propounded in the belief that the micro­
phenomena involved in the physical processes under study were all subject to
strictly universal laws, and that the use of statistical hypotheses and theories
was made necessary only by limitations in our ability individually to measure
all those micro-phenomena, and then to perform the vast and complex com­
putations that would be required to account for a given physicalphenomenon
in full microscopic detail. But this idea has gradually been abandoned: in certain

7. A partial explanation may evidently be more or less weak, depending on how much
more extensive is the class within which the explanans places the given case (Win our illus­
tration) as compared with the class to which the explanandum-sentence assignsit (F-in our
case). Furthermore, while some partial explanations are no doubt illuminating and suggest
further research that might lead to a fuller explanatory account, there are other arguments
that completely lack such merit even though they bear a formal resemblance to our illus­
tration, and might for that reason be qualified as partial explanations. Suppose, for example,
that bis F and also G, and that we have a D-N explanation of b being P. Then (save for
certain trivial exceptions) the explanans of the latter will automatically afford a basis for a
partial explanation of b being G; for it implies that b is F and hence that b is F or G: and the
classcharacterized by ‘F or 0’ contains G as a proper subclass. But I am not concerned here
to explore the conditions under which partial explanations may prove fruitful; I simply
wish to call attention to the fact that many explanatory accounts oHered in the literature
of empirical science have the formal characteristics of partial explanations, and that, as a
consequence, they overstate the extent to which they explain a given phenomenon.

8. Dray (1963), p. 119.
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areas of physics, such as quantum theory, laws of statistical form have cometo
be accepted as basic laws of nature. And whatever the future of scientifictheo­
rizing may hold in store, this development clearly reflects the realizationthat
logically, statistical explanation is quite independent of the assumptionofstrictly
universal laws and thus constitutes a mode of explanation sui generis.All this
strongly suggests that under a reasonable extension of the idea of explanatory
completeness, any explanation conforming to our statistical model should
qualify as formally complete, for it assigns to the explanandum event described
by the explanandum statement (or, more properly, to the explanandumstate­
ment itself) the logical probability called for by the logical relation between
the explanans and explanandum statements. In this respect, such a statistical
explanation is analogous to one which conforms to the D-N model, andwhich
thus correctly claims that the explanandum is implied by the explanans(and
hence has the logical probability 1 relative to the latter). In the light of this
analogy, a proposed statistical explanation should be qualified as partial if the
explanans confers the specified probability, not upon the explanandum sentence
actually stated, but upon a weaker one related to it in the manner illustratedby
our example from Freud. The idea may be illustrated very schematicallyby
reference to that same example. Suppose that the general law we tentatively
formulated as the presumptive basis of Freud’s explanation were constrqu
instead as a statistical law to'the effect that in the presence of a strong though
perhaps subconscious wish, the statistical probability is high that if a slipof the
pen is committed it will take a form which expresses and perhaps symbolically
satistes that wish. Then Freud's account—now construed as claiming that the

explanatory information adduced confers a high logical probability upon the
explanandum statement—would count as a partial statistical explanation;
for the explanans confers a high probability, not upon the statement that the
particular slip fell within the class F defined earlier, but upon the weaker state­
ment that the slip belonged to the class W.

4.2.3 Explanatory lucompletencss vs. Overdetermination. The considerations just
presented are relevant also to the problem illustrated by the following example:’
Suppose that rod r, made of copper (C r), is simultaneously subjected to heating
(H r) and to longitudinal stress (S r), and that, in the process, the rod lengthens
(L r). Then it is possible to formulate two different arguments, each of which

9. I am much indebted to my collegue at Princeton. Professor Arthur Mendel, of the
Department of Music, who put to me some searching questions which made me aware of
the problem here considered. In his paper (1962) Mendel takes as his point of departure
a concrete problem in the history of music and by reference to it develops some illuminating
general ideas concerning. among other things, the significance of the covering-law models
for the explanatory objectives of the historian.
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constitutes,by the standards we have suggested, a D-N explanation of why
therod lengthened. One of them will be based on the law that copper rods
lengthenwhen heated; the other, on the law that copper rods lengthen when
stressed.Schematically:

(x)[(Cx-Hx):Lx] <x>t<cx-Sx>:LxJ
Cr-Hr Cr-Sr

Lr Lr

It might be objected that—even granting the truth of all the premises—both
accountsare unacceptable since they are "incomplete": each neglects one of
the two factors that contributed to the lengthening. In appraising the force of
thisobjectionit is again important to be clear about just what is to be explained.
If, as in our example, this is simply the fact that L7, i.e., that r lengthened, or
that there was someincrease in the length of r, then, I think, either of the two
argumentsconclusively does that, and the charge of incompleteness is ground­
less.But if we wish to account for the fact that the length of the rod increased

by so and so much, then clearly neither of the two arguments will do; for we
would have to take into account both the temperature increase and the stress,
andwe would need quantitative laws governing their joint effecton the length
of a copper rod. Such common locutions as ‘explaining the increase in the
length of a metal rod' have to be handled with care: they are ambiguous in
that they refer to at least the two quite different tasks here distinguished.

Adopting a term that is often used in psychoanalytic theorizing, we might
saythat an event is overdeterminedif two or more alternative explanations with

nonequivalentexplanans-sets are available for it. Thus, the occurrence of some
lengthening in the copper rod r constitutes a case of explanatory overdetermin­
ation in virtue of the availability of the alternative explanations mentioned
above. In this example, the alternative explanations invoke different laws (and
consequentlysome different statements concerning particular facts). In another,
perhapsless interesting, kind of situation which under our definition would
likewisequalify as explanatory overdetermination, the alternative explanations
rest on the same laws, but adduce different particular circumstances”. For
example,the state of a deterministic physical system at time t can be explained,
with the help of the relevant laws, by specifying the state of the system at any
earliertime; potentially this permits infinitely many alternative explanations
no two of which have logcially equivalent explanans-sets.

A problem that bears a certain resemblance to the one just considered has

10. On this point, the remarks in Braithwaitc (1953), p. 320.
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been raised by Scriven, who illustrates it by the following example: In order
to explain how a certain bridge came to be destroyed in wartime, “we could
appeal to the law ‘whenever an atom bomb is released accurately above a
bridge and explodes with full force, the bridge is destroyed', plus the appro­
priate antecedent conditions." But it may also “be the case that whenever
1000 kilograms of dynamite are detonated on the main span of such a bridge
it will be destroyed, and that the underground movement has appliedjust this
treatment to this bridge with the attendant destruction occurring betweenthe
release and the arrival of the atomic bomb." Scriven holds that this invalidates

the bomb explanation, “which cannot account for other features of the event,
in this case the time of the destruction." He concludes that in order to ruleout

such explanations we must impose the requirement of total evidence, evenon
D-N explanations, in a more specific form which requires "that an explanation
be acceptable for a phenomenon only so long as no facts are known about the
circumstances surrounding the occurrence of the phenomenon which the
explanation cannot accommodate.”ll

But surely the bomb explanation in Scriven’s example is unacceptable
because its explanans requires the assumption that when the pressure wave of
the bomb reached the place in question, there was a bridge there that couldbe
destroyed—an assumption that is false, since at that time the span had already
been wrecked by dynamite. Hence, the contemplated bomb explanation is
false in the sense specified in section 2, and no additional requirement is needed
to disqualify it or other accounts of this kind.

Besides being unnecessary, the specific requirement Scriven suggests in
order to rule out the bomb explanation and its likes is, I think, vastly too strong
to be tenable. For neither in scientific researchnor inour practicalpursuitst we
require of an acceptable explanation that it accomodate everything we know——
or believe we know—about the facts surrounding the explanandum pheno­
menon. In the case of the bridge, for example, these facts may include a great
deal of information about the shape, size, and location of the fragments after
the destruction; perhaps the identities of the dynamiters; their objectives;and
many other things. Surely we do not require that all of these details must be
accounted for by any acceptable explanation of “how the bridge came to be
destroyed."

Finally, the condition proposed by Scriven has nothing whatever to do
with the requirement of total evidence; in particular, it is not a “more specific"
version of it. And Scriven’s contention that some such condition must be

imposed even on explanations of deductive form because they do not automati­

11. Scriven (1962). pp. 229—30.See also a brief remark, which seems to have the same
intent, in Scriven (1963a). pp. 348-49.
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tally satisfythe requirement of total evidence12 overlooks the straightforward
proof to the contrary.13

4.2.4ExplanatoryIncompletenessand “Concrete Events". A scientific explanation,
we noted earlier, may be regarded as a potential answer to a question of the
form‘whyisit the case that p 2’,where the place of ‘p’is occupied by an empirical
sentencedetailing the facts to be explained. Accordingly, both the deductive­
nomologicaland the statistical models of explanation characterize the ex­
planandum-phenomenon by means of a sentence, the explanandum-sentence.
Take,for example, the explanation of individual facts such as that the length
of a given copper rod r increased during the time interval from 9.00 to 9.01
A.M.,or that a particular drawing d from a given urn produced a white ball:
here the explanandum phenomena are fully described by the sentences ‘the
lengthof copper rod r increased between 9.00 and 9.01 A.M.’and ‘drawing d
produced a white ball’. And only when understood in this sense, as fully
describableby means of sentences, can particular facts or events be amenable
to scientificexplanation.

But the notion of an individual or particular event is often construed in
quitea differentmanner. An event in this second sense is specified, not by means
of a sentencedescribing it, but by means of a noun phrase such as an individual
name or a definite description, as, for example, ‘the first solar eclipse of the
twentiethcentury’, ‘the eruption of Mt. Vesuvius in AD. 79', ‘the assassination
of Leon Trotsky’, ‘the stock market crash of 1929. ' For want of a better
terminology, individual events thus understood will be referred to as concrete
events,“and facts and events in the first sense here considered will be called

sententiallycharacterizable, or briefly, sententialfacts and events.
The familiar question of whether individual events permit of a complete

explanationis no doubt inspired to a large extent by the conception of an
individualevent as a concrete event. But what could be meant, in this case, by
a completeexplanation? Presumably, one that accounts for every aspect of the

12. Scriven (1962), p. 230.
13. lnadeductivcly valid argument, the premisesconstitute conclusivegrounds for asserting

the conclusion;and whatever part of the total evidence is not included in the premises is ir­
relevant to the conclusion in the strict sense that if it were added to the premises, the re­
sultingset of sentences would still constitute conclusive grounds for the conclusion. 0:,
in the terminology of inductive logic: the logical probability which the premises of a D.N
argumentconfer upon the conclusion is 1, and it remains 1 if part or all of the total evidence
is added to the premises.

14. I do not wish to suggest that the notion of concrete event here adumbrated is en.
tirely clear; in particular, I do not know how to formulate a necessary and sumdcm con_

ditionofidentity for concrete events. Gibson's perceptive observations on“W1ut isExplained...
in (1960),pp. 188-190,are highly relevant to the issues we are about to examine hue.
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given event. If that is the idea, then indeed no concrete event can be completely
explained. For a concrete event has infinitely many different aspectsand thus
cannot even be completely described, let alone completely explained. For
example, a complete description of the eruption of Mt. Vesuvius in AD.79
would have to specify the exact time of its occurrence; the path of the lava
stream as well as its physical and chemical characteristics—including tempera­
tures, pressures, densities, at every point—and their changes in the courseof
time; the most minute details of the destruction wreaked upon Pompeiiand
Herculaneum; full information about all persons and animals involved in
the catastrophe, including the fact that the remains of such and such victims,
found at such and such places, are on display at a museum in Naples; and 50
on ad injinitum. It must also mention—for this surely constitutes yet another
aspect of that concrete event—all the literature about the subject. Indeed,there
seems to be no clear and satisfactory way at all of separating off some classof
facts that do not constitute aspects of the concrete event here referred to.
Clearly, then, it is quite pointless to ask for a complete explanation of an in­
dividual event thus understood.

In sum, a request for an explanation can be significantly made only con­
cerning what we have called sentential facts and events; only with respectto
them can we raise a question of the form ‘why is it the case that pa’. As for
concrete events, let us note that what we have called their aspectsor character­
istics are all of them describable by means of sentences; each of these aspects,
then, is a sentential fact or event (e.g., that the eruption of Mt. Vesuviusin
A.D. 79 lasted for so many hours; that it killed more than 1000 persons in
Pompeii, and so on); with respect to such particular aspects of a concreteevent,
therefore, the question of an explanation can significantly be raised. And
clearly, when we speak of explaining a particular event, such as the abdication
of Edward VIII, we normally think only of certain aspects of the event asbeing
under scrutiny; what aspects are thus meant to be singled out for explanatory
attention will depend on the context of the inquiry.15

Though the issues here touched upon are perhaps discussed most frequently
with special reference to historical events in their “individuality and unique­
ness,” the problems inherent in the notion of a concrete event are by no means
limited to the historian's domain. An event such as the solar eclipse of July 20,
1963, also possesses an infinity of physical, chemical, biological, sociological,

15. As Max Weber remarks, with special reference to historical explanation: “When it
is said that history seeks to understand the concrete reality of an 'event' in its individuality
causally, what is obviously not meant by this. . . is that it is to . . . explain causally the
concrete reality of an event in the totality of its individual qualities. To do the latter would
be not only actually impossible, it would also be a task which is meaningless in principle."
(Weber (1949), p. 169. Italics the author’s.)
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andyet other aspects and thus resists complete description and a fortiori, com­
pleteexplanation. But certain aspects of the eclipse—such as the duration of its
totality,and the fact that it was visible in Alaska and subsequently in Maine—
maywell be capable of explanation.

It would be incorrect, however, to summarize this point by saying that the
objectof an explanation is always a kind of event rather than an individual
event.For a kind of event would have to be characterized by means of a

predicate-expression,such as ‘total solar eclipse' or ‘volcanic eruption’; and
sincethis sort of expression is not a sentence, it makes no sense to ask for an
explanationof a kind of event. What might in fact be explained is rather the
occurrenceof a particular instance of a given kind of event, such as the occurrence

ofa total solareclipse on July 20, 1963. And what is thus explained is definitely
an individualevent; indeed, it is one that is unique and unrepeatable in view

of the temporal location assigned to it. But it is an individual sentential event,
ofcourse:it can be described by means of the statement that on July 20, 1963,
there occurred a total solar eclipse. I agree therefore with Mandelbaum’s
rejectionof Hayek's view that explanation and prediction never refer to an
individualevent but always to phenomena of a certain kind: “One would
thinkthat the prediction of a specific solar eclipse, or the explanation of that
eclipse,would count as referring to a particular event even if it does not refer
to allaspectsof the event, such as the temperature of the mm, or the effect of
the eclipseon the temperature of the earth, and the like.""

However,given this notion of explaining a particular occurrence of a solar
eclipseor of a rainbow, etc., one can speak derivativer of a theoretical expla­
nationof solareclipsesor rainbows in general: such an explanation is then one
that accountsfor any instance of an eclipse or a rainbow. Thus, the notion of
explainingparticular instances of a given kind of occurrence is the primary one.

4.2.5ExplanatoryClosure: Explanation Sketch. Perhaps yet another conception
of completenessmight seem pertinent to the idea of explanation; we shall call
it explanatory closure. An explanatory account would be complete in this
senseif for every fact or law it invoked, it contained in turn an explanation.
In an account with explanatory closure, nothing would be left unexplained.
But completenessin this sense obviously calls for an infinite regress in expla­
nationand is therefore unachievable; to seek such completeness is to misunder­
standthe nature of explanation.

At any stage in the development of empirical science, certain (presumptive)
factswill be unexplainable; in particular, those expressed by the most funda­
mentallaws or theoretical principles accepted at the time, those for which no

16. Mandelbaum (1961), p. 233.
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explanation by means of a "deeper" theory is at hand. But while unexplained,
these ultimate principles need not be unsupported, for, as hypotheses in empiri­
cal science, they will have to be susceptible to test, and it may well be that
suitable tests have in fact provided strongly supporting evidence for them.

We have by now considered several ways in which a proposed explanation
may deviate from the standards incorporated into our analytic models. In some
cases, what is intended as an explanatory account will diverge even more
strongly from those standards. A proposed explanation, for example, which is
not explicit and specific enough to be reasonably qualified as an elliptically
formulated explanation or as a partial one, can often be viewed as an explanation
sketch,i.e., as presenting the general outlines of what might well be developed,
by gradual elaboration and supplementation, into a more closely reasoned
explanatory argument, based on hypotheses which are stated more fully and
which permit of a critical appraisal by reference to empirical evidence.

The decision whether a proposed explanatory account is to be qualifiedas
an elliptically formulated deductive-nomological or statistical explanation, as
a partial explanation, as an explanation sketch, or perhaps as none of theseis
a matter of judicious interpretation. It calls for an appraisal of the intent of the
given account and of the background assumptions that may have been left
unstated because they are taken to be understood in the given context. Un­
equivocal criteria of adjudication cannot be formulated for this purpose any
more than for deciding whether a given informally stated argument which
does not meet reasonably strict standards of deductive validity is to count as
nevertheless valid but enthymematically formulated, or as fallacious, or as a
sound inductive argument, or perhaps, for lack of clarity, as none of these.

Among the various respects here considered in which a proposed expla­
nation or demonstration may fall short of the logical standards incorporated
into some nonpragmatic model of explanation or proof, there are several
which can be characterized only by reference to the knowledge, interests,
intentions, and so forth of the persons who propose the arguments in question
or of those to whom they are addressed; hence, the corresponding conceptsare
essentially pragmatic. This is true, for example, of the notions of enthymeme,
of elliptically formulated explanation, and of explanation sketch.

4.3 CONCLUDING REMARK ON THE COVERING-LAW MODELS. We have found,

then, that the explanatory accounts actually formulated in science and in
everyday contexts vary greatly in the explicitness, completeness, and pre­
cision with which they specify the explanans and the explanandum; accordingly,
they diverge more or less markedly from the idealized and schematized
covering-law models. But, granting this, I think that all adequate scientific
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explanations and their everyday counterparts claim or presuppose at least
implicitly the deductive or inductive subsumability of whatever is to be ex­
plained under general laws or theoretical principles.17In the explanation of an
individual occurrence, those general nomic principles are required to connect
the explanandum event with other particulars, and it is by such nomic con­
nection that the latter acquire the status of explanatory factors. In the explana­
tion of general empirical regularities, the nomic principles invoked express
more comprehensive uniformities of which those to be explained are strict
or approximate specializations. And the covering-law models represent, as far
as I can see, the basic logical structure of the principal modes of such explan­
atory subsumption.

The construal here broadly summarized is not, of course, susceptible to
strict “proof”; its soundness has to be judged by the light it can shed on the
rationale and force of explanatory accounts offered in different branches of
empirical science. Some of the ways in which this construal of explanation may
prove illuminating have already been suggested in the course of developing the
covering-law models and characterizing their intended function; other such
ways should come into view as we proceed, and particularly when we turn,
in later sections, to an analysisof certain peculiar explanatory procedures that
seemto be at variance with the covering-law construal of explanation.

5. PRAGMATIC ASPECTS OF EXPLANATION

5.1 INTRODUCTORYREMARKS.Very broadly speaking, to explain something to

a person is to make it plain and intelligible to him, to make him understand
it. Thus construed, the word ‘explanation’ and its cognates are pragmaticterms:
their use requires reference to the persons involved in the processof explaining.
In a pragmatic context we might say, for example, that a given account/1 ex­
plainsfact X to person P1. We will then have to bear in mind that the same
accountmay well not constitute an explanation of X for another person P2,who
might not even regard X as requiring an explanation, or who might find the

17. This idea needsto besharply distinguished from another one, whichlam not proposing,
namely, that any empirical phenomenon can be explained by deductive or inductive
subsumption under covering laws. The idea here suggested is that the logic of all scientific
explanations is basically of the covering-law variety, but not that all empirical phenomena
are scientifically explainable, and even less, of course, that they are all governed by a
system of deterministic laws. The question whether all empirical phenomena can be scien­
tifically explained is not nearly as intelligible as it might seem at first glance, and it calls
for a great deal of analytic clarification. I am inclined to think that it cannot be given any
clear meaning at all; but at any rate, and quite broadly speaking, an opinion as to what laws
hold in nature and what phenomena can be exPlained surely cannot be formed on analytic
grounds alone but must be based on the results of empirical research.
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account A unintelligible or unilluminating, or irrelevant to what puzzleshim
about X. Explanation in this pragmatic sense is thus a relative notion: something
can be significantly said to constitute an explanation in this senseonly for this or
that individual.

Quite similarly, the word ‘proof’ and its cognates can be used in a pragmatic
sense which requires reference to the producers and the recipients of the argu­
ments in question. For example, an argument Y that proves a simplegeometrical
theorem to the complete satisfaction of a tyro may be entirely unacceptable,
and thus not a proof at all, for a mathematician; and conversely, what for the
mathematician is a sound and illuminating proof may be unintelligibleor

pointless to the beginner. Generally, whether a given argument Y proves (or
explains) a certain item X to a person P will depend not only on X and Y,but
quite importantly also on PS beliefs at the time as well as on his intelligence,his
critical standards, his personal idiosyncrasies, and so forth.

The pragmatic aspects of proof form an interesting and important subject
for empirical investigation. Piaget, for example, has devoted a great deal of
effort to the psychological study of the standards of proof in childrenof different

ages. But for the purposes of mathematics and logic as objective disciplines,
we clearly need a concept of proof which is not subjective in the senseof
being relative to, and variable with, individuals; a concept in terms of whichit
makes sense to say that a given argument Y is a proof of a given sentenceX

(in a theory) without making any mention of persons who might take
cognizance of Y. Concepts of proof which have this character can be defined
once the mathematical discipline in reference to which the concept is to be used
has been suitably formalized.

The case of scientific explanation is similar. For scientific research seeksto
account for empirical phenomena by means of laws and theories which are

objective in the sense that their empirical implications and their eVIdential
support are independent of what particular indiVIdualshappen to test or toapply
them; and the explanations, as well as the predictions, based upon such laws
and theories are meant to be objective in an analogous sense. This ideal intent

suggests the problem of constructing a nonpragmatic concept of saentific
explanation—a concept which is abstracted, as it were, from the pragmatic
one, and which does not require relativization With respect to questioning
individuals any more than does the concept of mathematical proof. It is this

nonpragmatic conception of explanation which the covering-law modelsare
meant to explicate.

To .propound those models is therefore neither to deny the pragmatic
“dimension” of explanation nor to belittle its importance; nor, of course,isit to
claim that people will find an explanatory account illuminating or satisfactory
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only as far as it conforms to one of the covering-law models. To explain a
given phenomenon to a person, it will often SLIch to call to his attention some
particular fact of which he has not properly taken cognizance. This is pre­
sumably true of the man mentioned in a newspaper story some years ago who
waspuzzled to find that it got cold in his house whenever he happened to watch
a television program in winter. All he had to be told by way of explanation
wasthat the television set was'directly under the thermostat,and thus warmed the
latter and shut the heating off. Thus the quest for an explanation is often a quest
for the “cause” of the puzzling occurrence, in the loose sense here illustrated.
The questioner who accepts a particular causal account as satisfactory will
sometimes have background information of a nomological kind—e.g., about
the way a thermostat works—which might justify the causal attribution. In
other cases, he may lack such information and might still be satisfied by the
explanation: the pragmatic conditions for the acceptability of a proposed
explanation do not coincide with the logic—systematicones that the covering­
law models are meant to explicate. When the relevant laws are more or less
clearly understood and taken for granted by the questioner, it would of course
be incorrect to say that his question had the pragmatic function of eliciting
covering laws; but it is neither incorrect nor superfluous to make reference to
such laws if the logic of the account, and especially the explanatory force of
the particular facts mentioned in it, is to be made explicit.

In other contexts—for example, frequently in scientific research—the
pragmatic concern prompting the quest for an explanation may be the desire
to discover laws or theoretical principles covering a given classof phenomena.
And in yet other cases, the questioner may be aware of the requisite particular
data and laws but may need to be shown how the explanandum can be derived
from this information.l

But to call attention to the important pragmatic facets of explanation and
to indicate the diverse procedures that may be appropriate in different cases
to dispel the perplexity reflected in someone's quest for an explanation is not
to show that a nonpragmatic model of scientific explanation must be hope­
lesslyinadequate, just as analogous arguments concerning the notion of proof
cannot show that nonpragmatic models of proof must be sterile and unil­
luminating. As is well known, the contrary is the case.

It is therefore beside the point to complain that the covering-law models

1. In an interesting discussion of what are, to a large extent, pragmatic aspects of expla­
nation, Scriven uses the term 'derivation-explanation’ for an explanation that consistssimply
in demonstrating this derivability, and he gives an illustration from the history of science,
which shows that the derivation may well present considerable mathematical diHicultiesand
may thus be hard to discover. (Scriven 1959, pp. 461-62).
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do not closely match the form in which working scientists actually present
their explanations. Those formulations are generally chosen with a particular
kind of audience—and thus with particular pragmatic requirements—inmind.
This is true also of the way in which mathematicians present their proofs;
but the metamathematical theory of proof quite properly abstractsfrom these
pragmatic considerations.”

5.2 EXPLAININGHow-POSSIBLY. An important pragmatic aspect of ex­
planation is reflected in Dray's distinction of “explaining why-necessarily"
an event occurred and “explaining how-possibly" an event could haveoccur­
red.3 A D-N explanation might be regarded as adequate for the formerpurpose;
to accomplish the latter is quite a different task, as we will now see.

If a friend tells me that at a party he attended last New Year’s Eve his tea­
spoon promptly melted when he put it into a cup of hot punch, I might ask:
how could this possibly have happened—metal does not melt at so low a
temperature. Similarly, the news that the Andrea Doria had sunk as a resultof
a collision gave rise to the question how this could possibly have happened,
considering that the ship was equipped with the most advanced safetydevices
and was operated by experienced seamen.

As these examples illustrate, we will normally ask how X could possibly
have occurred only if, as Dray puts it, "what we know seems to rule out the
possibility of the occurrence which is to be explained,"4 i.e., if some of the
beliefs we hold concerning relevant matters of fact seem to us to make it
impossible or at least highly improbable that X should have occurred; herein
lies the pragmatic aspect of the question. To give a satisfactory ‘how-possibly’
explanation, it will be necessary, therefore, to ascertain the empirical assump­
tions underlying the question and then to show either that some of theseare
false or else that the questioner was mistaken in thinking that those assumptions
warranted his belief that X could not have occurred. In the caseof the teaspoon.

it might suffice to point out that some metals, such as Wood’s alloy, do melt
at the temperature of hot punch; and a full covering-law explanation might be
achieved by establishing that the teaspoon in question had indeed been one of
those made from Wood's alloy for the use of practical jokers.5

2. Cf. also the comments on this point in section 1 of Bartley's paper (1962), in which
Popper's presentation of the deductive model is defended against this charge. For some ob­
servations in a similar vein, see Pitt (1959), pp. 585-86.

3. Cf. Dray (1957), pp. 158 H‘.
4. Dray (1957), p. 161.
5. In a review ofDray's book, Passmore (1958) goes so far as to say that “to answer a ‘how

possibly' question, unless with a mere guess, is to sketch in a 'why-necessarily' explanation."
While this observation seems basically sound. it should, I think, be liberalized so as to call
for the sketching either of a 'why-neccssarily' or else of a ‘why—probably' explanation.
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If, as in the case of the Andrea Doria, the question ‘How could X possibly
have occurred? springs from assumptions that seem to make the occurrence
of X highly improbable but not logically to preclude it, then an appropriate
answermay consist in pointing out that the questioner is mistaken in some of
hisfactual assumptions or in the belief that his assumptions make the occurrence
of X very improbable: these two possibilities are analogous to those considered
in the previous illustration. But in addition, we have here a third possibility,
suggested also by our earlier discussion of the logic of statistical explanation:
all of the questioner’s relevant assumptions might be true, and his belief that
they make the occurrence of X very improbable may be correct. In that event,
the perplexity expressed by the questioner’s ‘how could it possibly have hap—
pened?’ may be resolvable by broadening the questioner’s total evidence, i.e.,
bycalling to his attention certain further facts whose addition to those previously
taken into account will render the occurrence of X lessimprobable.

Similar observations apply to questions of the form ‘why is it not the case
that pe', which might well be rephrased as ‘how-possibly' questions: ‘How
could it possibly be the case that not-pe’. Questions such as ‘Why doesn’t the
Leaning Tower of Pisa topple overa’ or “Why don't the antipodes fall off the
earthe’, ‘If reflection in a plane mirror interchanges right and left, why not
alsotop and bottome’ will normally be raised only if the questioner entertains
certain assumptions concerning relevant empirical matters which seem to him
to makeit certain or, at any rate, highly probable that the specifiedphenomenon
should occur. A pragmatically adequate answer again will have to clear up the
empiricalor logical misapprehensions underlying this belief.

And, of course, explanation-seeking questions of the standard type ‘Why
is it the case that pa’ are often, though by no means invariably, prompted by
the belief that p would not be the case—a belief which, again, may seem to the
questioner to be more or less strongly supported by certain other empirical
assumptionswhich he accepts as being true. And in this event, the questioner
maynot feel satisfied if he is simply offered, Say, a covering-law explanation of

Someone who asks how X could possibly have happened will not, as a rule, be satisfied
to be told simply that he was mistaken in some of his empirical assumptions, which he thought
precluded the occurrence of X ; he will also want to be given a set of alternative, and pre­
sumably truc, assumptions which. in conjunction with the rest of his background beliefs,
explain to him why X occurred. The case of the melting spoon illustrates this. But if our
questionershould believe that spilling salt is always followed by bad luck within three days,
and if he were to ask ‘How possibly could I have escaped bad luck though I spilled some
salt three days ago?', then the answer could hardly do more than point out that his general
hypothesiswas false and, perhaps, that in the vast majority ofcases. spilling salt is not followed
by bad luck; but no ‘why-necessarily' explanation for the questioner’s avoidance of bad
luck will be available.
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why p is the case. In order to allay his perplexity he may have to be shown that
some of the assumptions underlying his contrary expectation were in error.“

5.3 EXPLANATIONvs. REDUCTIONTO THEFAMILIAR.A predominantly pragmatic

conception of explanation as aimed at dispelling the questioner’s puzzlement
also underlies the widely held view that an explanation must somehow reduce
or link the puzzling phenomenon to something with which the questioneris
already familiar, and which he accepts as unproblematic. Thus, Bridgman,
for example, holds that “the essence of an explanation consists in reducing
a situation to elements with which we are so familiar that we accept them asa
matter of course, so that our curiousity rests."7An examination of thisexplicitly
pragmatic characterization may serve further to clarify and support the casefor
constructing a nonpragmatic concept of scientific explanation.

Undeniably, many scientific explanations effect, in a sense, a “reduction to
the familiar." This might be said, for example, of the wave-theoretical ex­
planation of optical refraction and interference, and of at least some of the
explanations achieved by the kinetic theory of heat. In casesof this kind, the
concepts and principles invoked in the explanans bear a more or less close
resemblance to concepts and principles that have long been used in the des­
cription and explanation of some familiar type of phenomenon, such as the
propagation of wave motions on the surface of water or the motion of billiard
balls.

Concerning the general view of explanation as a reduction to the familiar,
let us note first that what is familiar to one person may not be so to another.
and that, therefore, this view conceives of explanation as something relative
to a questioner. But, as we noted earlier, explanations of the kind empirical
science seeks are intended to exhibit objective relationships.

Secondly, the view here under discussion suggests that what is familiar
requires no explanation. But this notion does not accord with the fact that
scientists have gone to great lengths in an effort to explain "familiar" phe­
nomena, such as the changes of the tides; lightning, thunder, rain, and snow;
the blue color of the sky; similarities between parents and their offspring; the
fact that the moon appears much larger when it is near the horizon than when
it is high in the sky; the fact that certain diseases are "catching," while others
are not; and even the familiar fact that it is dark at night. Indeed, the darknessof

6. This aspect of explanation, and various related ones, have been perceptiver and
lucidly examined by S. Brombcrger (1960). For suggestive observations on the pragmatic
aspects of explanation. see also l’assmorc (1962).

7. Bridgman (1927), p. 37. The pragmatic character of this conception is clearly re­
Hected in Bridgman's remark that “an explanation is not an absolute sort of thing, but what
is satisfactory for one man will not be for another." Let. (it, p. 38.
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the night sky appears as a phenomenon much in' need of explanation, in view
of Olbers’paradox. This argument, put forward in 1826by the German astron­
omer Heinrich Olbers, rests on a few simple assumptions, roughly to the effect
that the distances and the intrinsic luminosities of the stars have about the same

frequencydistribution throughout the universe in the past as well as at present;
that the basic laws for the propagation of light hold true in all spatio-temporal
areasof the universe, and that the universe at large is static, i.e., that no large­

scalesystematic motions take place in it. From these assumptions it follows that
the sky, in all directions and at all times, should be of enormous uniform
brightness,and that the energy thus streaming in upon the surface of the earth
should correspond to a temperature of more than 10,000 degrees Fahrenheit.8

Olbers’ paradox thus raises a ‘how-possiblye’ question. An answer to it is
suggested by the recent theory that the universe is steadily expanding. This
theory implies, first, that Olbers' assumption of a static universe is in error,
and it supplies, secondly, a positive explanation of the dark night sky by showing
that the energy of the radiation received from very distant stars is enormously
reduced by the high velocities of their recession.

This example also illustrates a further point, namely, that instead of reducing
the unfamiliar to the familiar, a scientific explanation will often do the opposite:

it will explain familiar phenomena with the help of theoretical conceptions
whichmay seem unfamiliar and even counter-intuitive, but which account for a
wide variety of facts and are well supported by the results of scientific tests.9

These observations are applicable also outside the domain of the natural
sciences.Their relevance to sociology, for example, is suggested in the opening
passageof a book by Homans: “My subject is a familiar chaos. Nothing is more
familiar to men than their ordinary, everyday social behavior. . . every man
makeshis own generalizations about his own social experience, but uses them
adhocwithin the range of situations to which each applies, dropping them as
soon as their immediate relevance is at an end and never asking how they are

relatedto one another . . . the purpose of this book is to bring out of the familiar
chaossome intellectual order."1° Incidentally, Homans goes on to say that the

requisiteordering of a body of empirically established sociological facts, rep­
resented by low-level generalizatons, calls for an explanation of those facts;
and that such explanation is achieved by means of a “set of more general pro­
positions,still of the same form as the empirical ones, from which you can

8. For a fuller presentation of the paradox, and a critical analysis in the light of current
cosmological theorizing, see, for example, Bondi (1961), chapter 2, and Sciama (1961),
chapter 6.

9. This point is stressed also in Feigl's concise and illuminating article (1949); and it
is lucidly illustrated by reference to the theory of relativity in Frank (1957), pp. 133—34.

10. Homans (1961), pp. 1—2.
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logically deduce the latter under specified given conditions. To deducethem
successfully is to explain them."11

To this emphasis on the sociologist’s interest in the theoretical explanation
of “familiar” generalizations about social behavior, there should be addeda
reminder that has been stressed by Lazarsfeld, among others; namely, that
what are widely regarded as obvious and familiar facts of everyday psychological
and sociological experience are sometimes not facts at all but popular stereotypes.
This is true—to mention but one of Lazarsfeld's interesting illustrations—ofthc
idea that the intellectual is emotionally less stable than the psychologically
more impassive man-in-the-street, and that therefore it was to be expectedthat
among the U.S. soldiers in the Second World War, better educated menshowed
more psychoneurotic symptoms than those with less education. In fact, the
opposite was found to be the case.12Thus an explanation of some particularcase
by reference to the low-level generalization of this sterotype is simply false
even though it might be said to effect a reduction to the familiar.

Such reduction, then, as has now been argued at some length, is surely
not a necessary condition for an acceptable scientific explanation. But neither
is it a suHicient condition; for a request for an explanation is sometimes an­
swered in a way which puts the questioner’s curiosity to rest by giving him a
sense of familiarity or at-homeness with an initially puzzling phenomenon,
without conveying a scientifically acceptable explanation. In this case, one
might say, familiarity breeds content, but no insight. For example, as we have
just seen, the proffered explanation might be based on a familiar and yet mis­
taken belief, and will then be false. Or the proposed account might rely on
untestable metaphorical or metaphysical ideas rather than on general empirical
hypotheses, and then would not afford even a potential scientifIc explanation­
Take for example the “hypothesis of a common subconscious," which has
been propoundcd to explain presumptive telepathic phenomena.” It asserts
that while in their conscious domains human minds are separate entities, they
are connected by a common subconscious, from which the individual conscious­
nesses emerge like mountainous islandsjoined by a submarine continent. The
suggestive imagery of this account may well evoke a senseof intuitive under­
standing of telepathic phenomena; the latter seem to have been explainedby
reduction to ideas with which we are quite familiar. Yet we have been given
a simile rather than a scientific explanation. The account offers us no grounds

11. Homans (1961). pp. 9-10. italics the author’s.
12. See Lazarsfeld (1949), pp. 379-80.
13. See the critical reference in Price (1945) and Carington's use of the idea as “a

simile" (1949, pp. 2235.). as well as his more specificaccount of the conception ofa common
subconscious, 10:.(in, pp. 2085'.
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on which it would be reasonable to expect the occurrence of telepathic phe­
nomena, nor does it give us any clues as to the conditions under which such
phenomena are likely to occur. Indeed, in the form here outlined the notion of
a common subconscious has no clear implications concerning empirical phe­
nomena and is not amenable, therefore, to objective test or to significant
explanatory or predictive use.

A similar critique applies to neovitalistic explanations of certain biological
phenomena in terms of entelechies or vital forces. Such accounts do not specify
under what conditions a vital force will exert its influence and what specific
form its manifestations will take, nor, in the case of external interference with

an organism, to what extent an entelechy will compensate for the resulting
disturbance. By contrast, an explanation of planetary motions in terms of the
Newtonian theory of gravitation specifies what gravitational forces will be
exerted upon a given planet by the sun and by other planets, given their masses
and distances, and it specifiesfurther what changes in motion are to be expected
asa result of those forces. Both accounts invoke certain “forces” that cannot

be directly observed—one of them, vital forces, the other, gravitational ones;
yet the latter account has explanatory status while the former does not. This
is a consequence of the fact that the Newtonian theory offers specific laws
governing gravitational forces, whereas neovitalism specifiesno laws governing
vital forces and is, in effect, only metaphorical. Thus, it is covering laws or
theoreticalprinciples that are crucial to a scientific explanation, rather than the
senseof familiarity that its wording may impart.

The laws invoked in a proposed scientific explanation are of course capable
of test; and adverse test results may lead to their rejection. No such fate threatens
explanationsin terms of similes or metaphors: since they do not specify what
to expect under any empirical conditions, no empirical test can possibly dis­
credit them. But absolute immunity to disconfirmation is not an asset but a
fatal defect when we are concerned, as is scientific research, to arrive at an

objectivelytestable and empirically well-supported body of empirical knowl­
edge. An account that has no implications concerning empirical phenomena
cannotserve this purpose, however strong its intuitive appeal: from the point
of view of science, it is a pseudo-explanation, an explanation in appearance only.

In sum then, it is neither necessary nor sufficient for the scientific adequacy
of an explanation that it should reduce the explanandum to ideas with which
we are already familiar.

6. MODELS AND ANALOGIES IN SCIENTIFIC EXPLANATION

Explanatory accounts offered in empirical science are sometimes formulated
intermsof a “model” of the phenomena to be explained, or in terms of analogies



l4 3 4] scmmnc EXPLANATION

between those phenomena and others that have been previously explored
In the present section I propose to examine some forms of this procedureand
to appraise their explanatory significance.

Let us consider first the use—quite widespread in the nineteenth and early
twentieth centuries—of more or less complex mechanical systems as models
of electric, magnetic, and optical phenomena, of the luminiferous ether, and
so forth. The importance that some eminent scientists attributed to such
representations is reflected in the famous pronouncement of Sir William
Thomson (later Lord Kelvin):

I never satisfy myself until I can make a mechanical model of a thing. If I Can
make a mechanical model I can understand it. As long as I cannot make a mechanical
model all the way through I cannot understand. . . .1

My object is to show how to make a mechanical model which shall fulfillthe
conditions required in the physical phenomena that we are considering, whatever
they may be. At the time when we are considering the phenomenon of elasticity
in solids, I want to show a model of that. At another time, when we have vibrations
of light to consider, I want to show a model of the action exhibited in that phe­
nomenon. . . . It seems to me that the test of “Do we or not understand a particular
subject in physicse" is, “Can we make a mechanical model of ite"2

Sir Oliver Lodge, whose book on electricity presents a multitude of
mechanical models, says in a similar vein:

Think of electricalphenomena as produced by an all-permeating liquid embeddedin
a jelly; think of conductors as holes and pipes in this jelly, of an electricalmachine
as a pump, of charge as excess or defect, of attraction as due to strain, of discharge
as bursting. . . . By thus thinking you will get a more real grasp of the subjectand
insight into the actual processes occurring in Nature—unknown though these
may still strictly be—than if you employed the old ideas of action at a distance,or
contented yourselves with no theory at all on which to link the facts. . . . I am also
convinced that it is unwise to drift along among a host of complicated phenomena
without guide other than that afforded by hard and rigid mathematical equations.3

These pronouncements reflect variants of the idea that explanation in
science must involve a reduction to the familiar. What this variant demandsis

not simply that an explanation somehow render a phenomenon plausibleor
familiar, but more specifically that it provide a model governed by the laws
of mechanics, which in this context are accorded the status of familiar principles.

But just what does the construction of a mechanical model accomplish?
It is not intended, of course, to identify the modeled phenomenon with the

1. Thomson (1884), pp. 270-71.
2. Thomson (1884), pp. 131-32.
3. Lodge (1889). pp. 60—61.
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model. An electric current maintained in a wire by means of a battery is not
claimed to be the same thing as the flow of a liquid through pipes, maintained
by means of a pump, nor the same thing as an inextensible loop of cord kept
circulating over pulleys by means of a sinking weight.‘ The claim is merely
that there obtains an analogy between the model and the phenomenon it
represents.And the relevant analogy lies in a formal similarity between certain
lawsgoverning the mechanical system and corresponding laws for the modeled
phenomenon.

Consider, for example, the often cited analogy between the flow of an
electriccurrent in a wire and the flow of a fluid in a pipe. If the fluid flows with

moderate speed through a fairly narrow pipe with circular inner cross section
then according to Poiseulle's law the volume V of fluid flowing through a
fixed cross-section per second is proportional to the difference in pressure
between the ends of the pipe:

(6-13) V = C' (P1"Pal

This law has the same form as Ohm's law for the flow of electricity in a
metallicconductor:

(6.1b) I = k - (vl — 122)

Here the strength of the current, I, may be said to represent the amount of
electriccharge flowing through a fixed cross-section of the wire per second;
v1—:22is the potential difference maintained between the ends of the wire;
and k is the reciprocal of its resistance.

The analogy goes further. The factor c in (6.1a) is inversely proportional to
the length I, of the pipe:

(6.2a) c = E
11

and similarly, the factor k in (6.1b) is inversely proportional to the length, 12,
of the wire:

(6.2b) k = I:
12

Thus, the analogy in virtue of which the flow of a fluid here constitutes
a modelof the flow of a current may be characterized as follows: A certain set
of laws governing the former phenomenon has the same syntactical structure
asa corresponding set of laws for the latter phenomenon; or, more explicitly,

4. A profusion of such models can be found in Lodge (1889) and in Thomson (1884).
A hydrodynamic model that represents in quite a similar manner certain aspects of the
behavior of nervous systems is described in S. B. Russell (1913).



[ 4 3 6] SCIENTIFIC EXPLANATION

the empirical terms (i.e., those which are not logical or mathematical)‘occur­
ring in the first set of laws can be matched, one by one, with those of the
second set in such a way that if in one of the laws of the first set each termis
replaced by its counterpart, a law of the second set is obtained; and viceversa.
Two sets of laws of this kind will be said to be syntactically isomorphic. Briefly,
then, the relevant similarity or “analogy” between a model of the kind here
considered and the modeled type of a phenomenon consists in a nomiciso­
morphism, i.e., a syntactic isomorphism between two corresponding sets of laws. The
notion of model thus obtained is not limited to mechanical systems,of course;
we can speak, in the same sense, also of electrical, chemical, and still other kinds
of "analogical models.”

But in our illustration, as in other cases of analogical modeling, the iso­
morphism has its limits: some laws for the How of a fluid in pipes do not carry
over to electric currents in wires. For example, if the length of the pipe andthe
pressure difference between its ends are fixed, V is proportional to the fourth
power of the radius of the cross sections, whereas under correspondingcir­
cumstances, the current is proportional to the square of the wire’s crosssection:

1":
(6-33) V = 8,15 (pl—P2)

7:"?

Iaq

Here, 5 is the viscosity of the fluid and q the specific resistance of the metalof
which the wire is made; r1 is the radius of the inner cross section of the pipe;
and r2 is the radius of the wire.

Thus, the statement that a system 81 is an analogical model of a system
S2 is elliptical. A complete sentence expressing the relationship would have to
take the form: “S, is an analogical model of $2 with respect to the setsof laws
L1, Lz’. This sentence is true if the laws in L1 apply to S1 snd those in L2 to 8,,
and ile and L2are syntacticallyisomorphic.“

The concept of analogy as a nomic isomorphism plays an important role
in Maxwell’s essay on Faraday’s lines of force. Maxwell here says: “By a

physical analogy I mean that partial similarity between the laws of one science

(6.3b) I = (VI—V2)

5. Physical constants such as ‘s' and ‘q’ in (6.3a) and (6.3b) count here as empirical terms.
6. This characterization of analogical models accords with Maxwell's and Duhem's

conceptions of analogy in physics, about which more will be said presently. It is also sup­
ported by thc way in which Boltzmann (1891) uses mechanical models to represent the
Carnot cycle in the theory of heat (1891,chapter 2) and various electric phenomena. Heinrich
Hertz's general concept of a "dynamic model” reflects the same basic idea; Hertz (1894),
p. 197.
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and those of another which makes each of them illustrate the other." He notes,
concerning the analogy between light and the vibrations of an elastic medium,
that “though its importance and fruitfulness cannot be overestimated, we must
recollect that it is founded only on a resemblance inform between the laws of
light and those of vibrations.”7 Maxwell continues: "It is by the use of analogies
of this kind that I have attempted to bring before the mind, in a convenient
and manageable form, those mathematical ideas which are necessary to the
study of the phenomena of electricity. . . . I am not attempting to establish any
physical theory . . . , and . . . the limit of my design is to shew how, by a strict
application of the ideas and methods of Faraday, the connexion of the very
different orders of phenomena which he has discovered may be clearly placed
before the mathematical mind."8 The analogy Maxwell then develops in
detail rests on a representation of Faraday’slines of force by tubes through which
an incompressible liquid Hows. It is of interest to note that while Maxwell is
able to give an analogical representation of a great many electric and magnetic
phenomena, he finds himself unable to extend the analogy when he comes to
the discussion of what Faraday had called the electro-tonic state; here, he
resorts to the formulation of a theory in purely mathematical form.9

The views of men like Kelvin and Lodge concerning the importance of
analogical models for explanation in physics were severely criticized by Duhem.
Duhem seesthe aim of physics in the construction of theories couched in precise
mathematical terms, from which empirically established laws can be deduced,
and he argues that mechanical models contribute nothing to that objective.
In reference to Lodge's book Duhem comments: “Here is a book meant to
expound the modern theories of electricity . . .; it talks only of cords that move
over pulleys, that wind themselves up on drums, that traverse beads, that carry
weights; of tubes that pump water and of others that expand and contract; of
cog wheels that mesh with each other and drive toothed racks; we thought we
were entering the peaceful and carefully ordered abode of reason, and we find
ourselvesin a factory."10 Duhem goes on to complain that far from facilitating
the understanding of a theory “for a French reader," the use of such mechanical
models requires of him a serious effort just to understand the working of the
complicatedapparatus and to recognize analogies between the properties of the
model and the theory that is being illustrated.

Although Duhem rejects the explanatory use of mechanical models, he

7. Maxwell (1864), p. 28, italics the author's.
8. Maxwell (1864), p. 29.
9. Maxwell (1864), pp. 511?. For a fuller discussion of Maxwell’s views on the im.

portance of analogies for physical theorizing, see Turner’s studies (1955), (1956).
10. Translated from Duhem (1906). p. 111.
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stressesthat, by contrast, analogies may prove very fruitful in physical research.
The analogies he has in mind are those based on what we have callednomic
isomorphisms. He mentions, for example, Ohm’s transfer of the laws of heat
conduction to electric conduction, and he stresses the importance of those
cases in which extensive theories for two distinct and dissimilar categoriesof
phenomena have the same algebraic form.11

However, if our characterization is correct, then the mechanical models

scorned by Duhem exhibit nomic isomorphisms of basically the samekind as
those scientific analogies in Duhem’s sense which are not specificallyformulated
in the parlance of models. Duhem’s distinction between models and analogies,
for which he states no precise criteria, then reflects not a difference in logical
status, but rather a difference in the precision and the scope of the isomorphic
sets of laws. Among the laws governing a mechanical model, those whichcarry
over isomorphically to the modeled phenomenon are usually few in number
and limited in scope, so that sometimes several different models are usedto
represent different aspects of one kind of physical entity or phenomenon.For
example, Kelvin offers quite different mechanical models of moleculesto
represent elasticity in crystals, the dispersion of light, and the rotation of the
plane of polarization of a light beam;12 and Lodge designs entirely different
mechanical systems, of the sort referred to by Duhem in the passagequoted
earlier, to represent various electrostatic, electrodynamic, and electromagnetic
phenomena. In the case of fruitful analogies of the kind envisaged by Duhem.
on the other hand, the isomorphic laws or theoretical principles are statedin
precise mathematical terms and are strong enough to permit the deductionof
a great variety of consequences which themselves constitute important laWS­
This is illustrated by the extensive nomic isomorphisms that permit the appli­
cation of the mathematical theory of wave motions to certain partsof mechanics.
optics, and quantum mechanics.13

In order to appraise the explanatory significance of analogical models,and
more generally of analogies based on nomic isomorphisms, let us supposethat
some “new” field of inquiry is being explored, and that we try to explainthe
phenomena encountered in it by analogical reference to some “old,” previously
explored domain of inquiry. This calls for the establishment of an isomorphism

11. Duhem (1906), pp. 152-54. Boltzmann characterizes physical analogies in a similar
manner: “. . . Nature seemed, as it were, to have built the most diverse things exactly
according to the same plan, or, as the analytic mathematician says dryly, the same differential
equations hold for the most diverse phenomena." Translated from Boltzmann (1905),p. 7.

12. Cf. Thomson (1884).
13. Further examples of analogies based on nomic isomorphisms in physics will be

found in Seeliger’s article (1948); for an illuminating discussion. well illustrated by examples,
of the significance of nomic isomorphisms in physics, see also Watkins (1938), chapter 3.
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between a set of laws, say L1, pertaining to the old field and a corresponding set,
sayL2, in the new. To that end, we obviously must first discover a suitable set
L2 of laws in the new field. But once this has been done, those laws can be

useddirectly for the explanation of the “new” phenomena, without any refer­
ence to their structural isomorphism with the set L]. For the systematicpurposes
of scientificexplanation, reliance on analogies is thus inessential and can always
be dispensed with.

This observation applies equally to analogical models of a nonmechanical
sort, such as the physico-chemical systems which have been used to imitate
phenomena that are often considered as specifically biological. Leduc, for
example,“ was able to produce by purely chemical means a large variety of
osmotic growths whose highly diversified forms strikingly resemble those of
familiarplants and animals, and which, in their development, exhibit remarkable
analogiesto organic growths. The analogical models thus obtained are based on
an isomorphism of non-quantitative laws:

An osmotic growth has an evolutionary existence; it is nourished by osmosis and
intussusccption; it exercises a selective choice on the substances offered to it; it
changes the chemical constitution of its nutriment before assimilating it. Like a
living thing it ejects into its environment the waste products of its function. More­
over, it grows and develops structures like those of living organisms, and it is sensi­
tive to many exterior changes, which influence its form and development. But these
very phenomena—nutrition, assimilation, sensibility, growth, and organization—
are generally asserted to be the sole characteristics of life.“5

These analogies, and various others, between organisms and physico—chemi­
cal systems have often been used to answer the vitalistic claim that growth,
metabolism,regeneration, and the like are phenomena that cannot be exhibited
by a “machine” or by a system governed exclusively by physico-chemical
laws.mBut, while the models can refute that contention, they do not provide
a positive theoretical explanation of the biological phenomena in question.
In fact, Leduc does not even state any physico—chemical laws that would
explainthe striking plantlike shapes exhibited by some of the osmotic growths
he produces by chemical means; even less, therefore, does he establish that the

14. See Leduc's profusely illustrated books (1911), (1912).
15. Leduc (1911), p. 159.
16. Cf., for example, the crystal analogy, which is discussed in Bertalanffy(l933), pp. 100h

102:andseealsothe instructive discussionof ph ysico-chemical models of biological phenomena
in Bonhoeffer (1948). where the motivating consideration here referred to is explicitly sug­
gested. In this context, we might mention also some more recent physical models of cer­
tainaspectsof learning. whose construction, again, is prompted at least in part by the desire
to counter vitalistic and similar claims: such models are presented in Baernstein and Hull
(1931) and Krueger and Hull (1931).
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same laws also account for the shapes of the “natural” plants modeled by those
artificial growths. Similar comments apply to “metabolism,” “regeneration,”
and so forth in osmotic and in organic growths.

Besides, the isomorphisms exhibited by Leduc’s and similar modelsconcern
only regularities of a vague qualitative kind illustrated by the passagequoted
above: organisms grow and decay, and so do their osmotic counterparts; there
is an exchange of materials between organism and environment, and an ex­
change of materials between each of the models and its environment; there is
some measure of repair of injuries in organisms and in their physico-chemical
models, and so on. Because of their lack of specificity, generalizationsof this
kind do not have much explanatory force. In this respect, the analogieshere
exhibited are vastly inferior to those between water waves and electromagnetic
waves, for example, which rest on a syntactical isomorphism of two extensive
theories formulated in mathematical terms.

As we noted, all references to analogies or analogical models can be dis­
pensed with in the systematic statement of scientific explanations. But the
discovery of an isomorphism between different sets of laws or theoretical
principles may prove useful in other respects.

First, it may make for “intellectual economy":17 If certain laws governing
a “new” classof phenomena are isomorphic with those for another class,which
have already been studied in detail, then all the logical consequences of the
latter can be transferred to the new domain by simply replacing all extra—logical
terms by their counterparts. An important study by Gauss“3takes as its point
of departure the observation that the forces of gravitational attraction and of
electric and magnetic attraction and repulsion between any two “elements”are
all inversely proportional to the square of their distance and directly proportional
to the product of their masses or electric charges, or magnetic strengths, re­
spectively. On the basis of this nomic isomorphism, Gauss develops a general
mathematical theory for all forces governed by a law of the specifiedform,
and especially for the corresponding potentials, without distinguishing between
the different subject matters to which the resulting theory can be applied."
This aspect of nomic isomorphisms has recently found important practical
applications in the construction of analogue computers and similar devices.
For example, the isomorphism underlying the analogy between the Howof a

17. Duhem (1906), p. 154.
18. Gauss (1840).
19. The discovery and utilization of nomic isomorphisms between different helds of

inquiry is one of the objectives of "general system theory” as conceived by Bertalanffy;
see his brief statements (1951) and (1956), where many further references will be found. Some
comments on the program of exploring isomorphisms in the manner envisaged by
Bertalanfi'y are included in Hempel (1951a).
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liquidthrough a pipe and the flow of an electric current through a wire enables
the designerof a large and costly water-pumping system to determine the
optimalcharacteristics of the pumps and the network of pipes by means of
smalland inexpensive electric analogues.

Analogiesand models based on nomic isomorphisms may also facilitate
one’sgrasp of a set of explanatory laws or theoretical principles for a new
domainof inquiry by exhibiting a parallel with explanatory principles for
a morefamiliar domain: in this manner, they can contribute to the pragmatic
effectivenessof an explanation.

More important, well-chosen analogies or models may prove useful “in
thecontext of discovery," i.e., they may provide effective heuristic guidance
in thesearchfor new explanatory principles. Thus, while an analogical model
itselfexplainsnothing, it may suggest extensions of the analogy on which it
wasoriginallybased. Norbert Wiener mentions a case of this kind. An analogy
he and Bigelow had envisaged between certain types of voluntary human
behaviorand the behavior of a machine governed by a negative feedback
systemsuggested to them that there might exist, for purposive behavior, an
analogueto the conditions, which are theoretically well understood, in which
a feedbacksystem breaks down through a series of wild oscillations. Such an
analoguewas indeed found in the pathological condition of purpose tremor,
in whicha patient trying to pick up an object overshoots the mark and then
goesinto uncontrollable oscillations.20 To give another example: Maxwell
appearsto havearrived at his equations for the electromagnetic field by judicious
useofmechanicalanalogies of electromagnetic phenomena. This led Boltzmann
to saythat the high praise Heinrich Hertz had bestowed on Maxwell's theo­
reticalaccomplishment was earned primarily by Maxwell’s ingenuity in
devising fruitful mechanical analogies rather than by his mathematical
analysis.21

Analogiesmay prove useful in devising, and in expanding, microstructure
theoriessuch as the kinetic theory of heat or the theory accounting for the
codingand transmission of genetic information in terms of specific hypotheses
aboutthe molecular structure of the genes. It should be noted, however, that
suchtheoriesare intended to explain observable macrophysical uniformities
by suitableassumptions about the underlying microphysical structures and
processesand that the latter are not, as a rule, presented as analogical models
only.When Lord Kelvin sought to account for uniformities in the absorption

20. Sec Wiener (1948), pp. 13-15 and chapter 4.
21. Boltzmann (1905), p. 8; also (1891), p. iii. For various other illustrations and an

illuminatinggeneral discussion of the role of analogies in physical theorizing, see Nagel
(1961), pp. 107-17.
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and dispersion of light by construing each of the material molecules involved
in these processes on the model of a set of nested rigid metal spheres separated
from each other by springs, he did not, of course, claim to describe the actual
microstructure of matter, and it would have been beside the point to request
evidence in support of the assumption that molecules consist of nested metal
spheres and springs. However, the kinetic theory of heat docs assert, among
other things, that a gas consists of molecules in rapid motion; it specifiesthe
numbers and massesof the particles involved, the distribution of their velocities
and its dependence on the temperature, the mean free paths of the molecules
and the mean time interval between successivecollisions, and so forth; and in

regard to these and many other specific implications, supporting evidence can
be signifIcantly asked for and can indeed be supplied.

Similarly, theories about the elementary particles constituting the atomic
nuclei of various elements, or about the molecular structure of the genes, are
presented as accounts of the actual structure of the systems in question, and
not just as analogical models. Like any other theory in empirical science,such
microstructure theories are put forward “until further notice," i.e., with the
understanding that they may have to be Inodierd or completely withdrawn in
the light of subsequently discovered unfavorable evidence; and often they are
offered only as approximations. Nevertheless, they differ in the respect just
indicated from accounts formulated in terms of analogical models.

In some microstructure theories, the basic constituents of the macrophe­
nomena under study are assumed to be governed by laws that are identical or
syntactically isomorphic with a set of laws governing an already well-explored
field of inquiry. A characteristic example is the assumption that the motions
and collisions of gas molecules conform to the laws for the motions and col­
lisions of elastic billiard balls. Indeed, some writers have insisted that the basic

assumptions or equations of any good scientific theory must exhibit that kind
of analogy. One eloquent proponent of this view is the physicist N. R.
Campbell.

Campbell considers it the principal function of theories to provide deductive
explanations of laWs,i.e., of "propositions which assert uniformities discovered
by experiment or observation."” He characterizes a theory as consisting of
two sets of propositions, which he calls the hypothesis and the dictionary. The
hypothesis is formulated in terms of “ideas which are characteristic of the
theory," or in terms of theoretical concepts, as we might say. The dictionary
provides a physical interpretation of the hypothesis by translating some but
not necessarily all of its propositions into others which involve no theoretical

22. Campbell (1920), p. 71.
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conceptsand which can be verified or falsified, without any reference to the
theory,by suitable experiments or observations.”

Campbell demands of a scientific theory that it be capable of explaining
empiricallyestablished laws: such explanation consists in deducing the laws
from the hypothesis in conjunction with the dictionary. “But,” he insists,
“in order that a theory may be valuable it must have a second characteristic;
itmustdisplayan analogy. The propositions of the hypothesis must be analogous
to someknown laws." He adds: "analogies are not ‘aids' to the establishment
oftheories;they are an utterly essential part of theories, without which theories
would be completely valueless and unworthy of the name.”24 In support of
thiscontention, Campbell constructs a small quasi-theoretical system which does
deductivelyimply an empirical law, but which clearly is not an acceptable
scientifictheory; and this, in Campbell’s opinion, because its hypothesis lacks
therequisiteanalogy to known laws. Let us briefly consider that system, which
I will call S.as

The hypothesis of S is expressed in terms of four quantitative theoretical
conceptsa, b, c, d, which are functions of certain “independent variables”

‘4.V.w,.... The hypothesis states that a and b are constant functions, and
that c is identical with d.

The dictionary of S consists of the following two specifications: the
statementthat (c2+ d”) a = R, where R is a positive rational number, irnplies
that the resistance of some particular piece of pure metal is R; and the
statementthat cd/b = T implies that the temperature of the same piece of
metal is T.

Now, the hypothesis of S deductively implies that

ed

(c:3+ d”) a /3 = 2 ab = constant

Interpretingthe quotient on the left by means of the dictionary we obtain,
accordingto Campbell, the following law: “The ratio of the resistance of a
piece of pure metal to its absolute temperature is constant.” (Actually, this

23. Campbell (1920). pp. 122. states: "The dictionary relates some of these propositions
of which the truth or falsity is known to certain propositions involving the hypothetical ideas
by stating that if the first set of propositions is true then the second set is true and vice versa;
this relation may be expressed by the statement that the first set impliesthe second.” (Italics
supplied.)This is clearly a nonstandard use of the word 'implies'; in the following discussion,
I will therefore use the phrase ‘deductively implies’ to refer to the nonsymmetrical logical
relation,in contradistinction to the symmetrical relation which Campbell has in mind, and
which I suggested by saying that according to Campbell the dictionary translates certain
theoretical propositions into empirical ones.

24. Campbell (1920). p. 129.
25. See Campbell (1920). pp. 123-24.
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proposition follows only for the particular piece of metal referred to in the
dictionary; but let us waive this point as inessential for the idea under
consideration).

This law, then, is logically deducible from the system S and is in this sense
explained by S. But Campbell argues: “If nothing but this were requiredwe
should never lack theories to explain our laws; a schoolboy in a day's work
could solve the problems at which generations have laboured in vain by the
most trivial process of trial and error. What is wrong with the theory... .
what makes it absurd and unworthy of a single moment's consideration,is
that it does not display any analogy."26

Campbell is certainly right in rejecting the "theory" 8, but his diagnosisof
its shortcomings seems to me incorrect. What is wrong with the theory, so it
seems to me, is that it has no empirically testable consequences other than the
law in question (and whatever is logically implied by it alone); whereasa
worthwhile scientific theory explains an empirical law by exhibiting it as one
aspect of more comprehensive underlying regularities, which have a variety
of other testable aspects as well, i.e., which also imply various other empirical
laws. Such a theory thus provides a systematically unified account of many
different empirical laws. Besides, as was noted in section 2, a theory Will
normally imply refinements and modifications of previously established
empirical laws rather than deductively imply the laws as originally formulated.

The diagnosis that it is this defect rather than the absence of analogy whiCh
disqualifies S can be further supported by the observation that systemscan
readily be constructed which do display some analogy to known laws and
which are nevertheless worthless for science because they suffer from the same
defect as S. For example, let the hypothesis of a system S ’assert of four theoretical
quantities a, b, c, d that for any object 14,

where k, and k2 are numerical constants; and let the dictionary of S ' specify
that for any piece it of pure metal, ((14)is its resistance and d(u) the reciprocal
of its absolute temperature. Then 8', too, deductively implies the law
cited above, and, in addition, each of the two propositions in the hypothesis
displays an analogy to a known law; for example, to Ohm’s law. Yet, 5' does

26. Campbell (1920).pp. 129-30. Campbell allows. however, that there is a type of theory,
illustrated by Fourier’s theory of heat conduction. for which analogy may play a less im­
portant role (pp. 140—44).For the purposes of the present discussion, those theories clearly need
not be considered.
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not qualify as a scientific theory any more than does S, and clearly for the same
reason.

While thus, in my judgment, Campell fails to establish that analogy plays
an essentiallogic-systematic role in scientific theorizing and theoretical explain­
ing, some of his pronouncements squarely place his requirement of analogy
within the domain of the pragmatic-psychological aspects of explanation.
This is illustrated by his statement that “an analogy is a function of the con­
templating mind; when we say that one set of propositions is analogous to
another Weare saying something about its effect on our minds; whether or no
it produces that effect on the minds of others, it will still have that effect on
our own."27 Surely, analogy thus subjectively conceived cannot be an indis­
pensible aspect of objective scientific theories.

Considering the great heuristic value of structural analogies, it is natural
that a scientist attempting to frame a new theory should let himself be guided
by concepts and laws that have proved fruitful in previously explored areas.
But if these should fail, he will have to resort to ideas that depart more and more
from the familiar ones. In Bohr's early theory of the atom, for example, the
assumption of electrons orbiting around the nucleus without radiating energy
violates the principles of classical electrodynamics; and in the subsequent
development of quantum theory, the analogy of the basic theoretical principles
to “known laws” has been reduced considerably further in return for increased
scope and greater explanatory and predictive power.

What remains as the principal requirement for scientific explanation is
thus the inferential subsumption of the ex-planandum under comprehensive
general principles, irrespective of the analogies these may display to previously
established laws.

There is yet another kind of model, often referred to as theoretical or
mathematical model, which iswidely usedfor explanatory purposes,for example
in psychology, sociology, and economics. It is exemplified by the numerous
mathematical models of learning, by theoretical models of attitude change and
of conflict behavior, and by a great variety of models for social, political, and
economic phenomena.28

27. Campbell (1920). p. 144. For further light on these issues see Hesse (1963); chapter 2
of this book has the form of a dialogue between a “Campbellian” and a "Duhernian", in
which various arguments concerning the significance of models and analogies for scientihc
theorizing are surveyed and suggestively appraised.

28. The relevant literature is vast, and only a very few specific references can be given
here. A particularly lucid general discussion of theoretical models in psychology, together
with a specificmodelofconHict behavior, is presented in Miller (1951).On models for learning,
see for example Bush and Mosteller (1955); the introduction of this book lucidly formu­
lates the methodology of the authors' procedure. The collective volume Lazarsfeld(1954)

(continued overleaf)
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Broadly speaking, and disregarding many differences in detail, a theoretical
model of this kind has the character of a theory with a more or lesslimited
scope of application. Its basic assumptions concern interdependencies of different
characteristics of the subject matter in question. Those characteristicsareoften,
but not always, represented by quantitative parameters or "variables"; these
may be more or less directly observable or measurable, or they may havethe
status of theoretical concepts with at least a partial empirical interpretation,
effected, perhaps, by "operational definition." This is true, for example,of those
parameters which represent statistical probabilities for certain kinds of behavior­
The basic hypotheses of the model often construe some of the parametersas
mathematical functions of others, but they do not always have this quantitative
character.” From the basic hypotheses, in conjunction with the interpretation.
specific consequences can be inferred concerning the empirical phenomenat0
which the model pertains: thus, it becomes possible to test the model and to
put it to explanatory and predictive use. The resulting explanations and PW
dictions may be deductive-nomological or inductive-statistical, dependingOn
the form of the hypotheses included in the model.

The use of the term ‘theoretical model’ rather than ‘theory' is perhapsmeant
to indicate that the systems in question have distinct limitations, esptiCiY
when compared with advanced physical theories. To begin with, their basic
assumptions are often known to be idealizations or oversimplifications.For
example, they may disregard certain factors that are known to be of somerele­
vance to the given subject matter; this would be true, e.g., of a theoretical
model for economic behavior based on the assumption of strict economic
rationality of the agents concerned. Next, the formulation of the interrelation5
between different factors may be deliberately oversimplified, perhaps in order
to make the application of the model to particular casesmathematicallymanager
able. In addition, the class of phenomena with which the model is concerned
may be quite limited; for example, a theoretical model of decision making
under risk might be restricted to decisions which are made under rather arti­

29. This is true, for example, of Miller's theoretical model of conflict behavior, whichis
formulated in terms of comparative hypotheses such as “The tendencey to approacha goal
is stronger the nearer the subject is to it." Miller (1951), p. 90.

includes presentations of mathematical models for various aspects of social behavior aswellas
essays devoted to the analysis of particular models or to general problems concerning the
methodology of model construction. An excellent general account of the role of mathematical
models in the social sciences is given in Arrow (1951), and the symposia Society for Ex­
perimental Biology (1960) and International Union of History and Philosophy of Sciences
(1961) contain some interesting papers on the role of models in empirical science.The essay
Brodbeck (1959) includes illuminating observations on the character and the function of
theoretical models.
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Iicialexperimentally controlled conditions, and which are limited to a small
number of rather trivial options.

But such peculiarities can also be found in the field of physical theorizing,
and they do not bar the systems in question from the status of potentially
explanatory theories. However, a limited scope and only approximate validity
within that scope may severely restrict the actual explanatory and predictive
valueof a theoretical model.

7. GENETIC EXPLANATION AND COVERING LAWS

The covering-law models have often been criticized on the ground that
while they may correctly represent the structure and the import of some of the
explanations put forward by empirical science, they fail to do justice to many
others. In the present section and in those that follow I propose to examine
some important modes and aspects of scientific explanation that have been cited
in support of this contention, and I will attempt to indicate what light the
covering-law conception can shed upon their logic and their force.

One explanatory procedure, which is widely used in history, though not
in history alone, is that of genetic explanation; it presents the phenomenon
under study as the final stage of a developmental sequence, and accordingly
accounts for the phenomenon by describing the successive stages of that
sequence.

Consider, for example, the practice of selling indulgences, in the form it
had taken when Luther was a young man. The ecclesiastichistorian H. Boehmer
tells us that until the beginning of the twentieth century, “the indulgence was
in fact still a great unknown quantity, at sight of which the scholar would ask
himself with a sigh: ‘Where did it come from?’" An answer wassuggested by
Adolf Gottlob, who tackled the problem by asking himself what led the popes
and bishops to offer indulgences. As a result, “. . . origin and development of
the unknown quantity appeared clearly in the light, and doubts as to its original
meaning came to an end. It revealed itself as a true descendant of the time of
the great struggle between Christianity and Islam, and at the same time a
highly characteristic product of Germanic Christianity."l

According to this conception,2 the origins of the indulgence date back to
the ninth century, when the popes were strongly concerned with the fight
against Islam. The Mohammedan fighter was assured by the teachings of his

1. Boehmer (1930), p. 91. Gottlob’s study, Kreuzablass und Almosmablass,was published
in 1906; the references to the work of Gottlob and other investigators in Schwiebert
(1950). notes to chapter 10.

2. I am here following the accounts in Boehmer (1930), chapter 3 and in Schwiebcrt
(1950). chapter 10.
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religion that if he were to be killed in battle his soul would immediatelygo to
heaven, but the Christian had to fear that he might still be lost if he had not done
the regular penance for his sins. To allay these doubts,]ohn VII, in 877,promised
absolution for their sins to crusaders who should be killed in battle. “Once the

crusade was so highly thought of, it was an easy transition to regard participation
in a crusade as equivalent to the performance of atonement . . . and to promise
remission of. . . penances in return for expeditions against the Church's en­
emies."3 Thus, there was introduced the indulgence of the Cross,whichgranted
complete remission of the penitential punishment to all those who participated
in a religious war. “If it is remembered what inconveniences, what ecclesiastical
and civil disadvantages the ecclesiastical penances entailed, it is easy to under­
stand that penitents flocked to obtain this indulgence." A further strong
incentive came from the belief that whoever obtained an indulgencesecured
liberation not only from the ecclesiastical penances, but also from the cor­
responding sulfering in purgatory after death. The benefits of theseindulgences
were next extended to those who, being physically unfit to participatein a
religious war, contributed the funds required to send a soldier on a crusade.
In 1199, Pope Innocent III recognized the payment of money asadequatequali­
fication for the benefits of a crusading indulgence.

When the crusades were on the decline, new ways were explored of raising
funds through indulgences. Thus, there was instituted a “jubilee indulgence,"
to be celebrated every hundred years, for the benefit of pilgrims comingto
Rome on that occasion. The first of these indulgences, in 1300, brought in

huge sums of money, and the interval between successivejubilee indulgences
was therefore reduced to 50, 33, and even 25 years. And from 1393on, the

jubilee indulgence was made available, not only in Rome, but everywherein
Europe, through special agents who were empowered to absolve penitent
sinners upon receiving appropriate payment. The development went still
further: in 1477, a dogmatic declaration by Sixtus IV attributed to the indul­

gence the power of delivering even the dead from purgatory.
Undeniably, a genetic account of this kind can enhance our understanding

of a historical phenomenon. But its explanatory role seems to me basically
nomological in character. For the successive stages singled out for consideration
surely must be qualified for their function by more than the fact that theyform
a temporal sequence and that they all precede the final stage, which is to be
explained: the mere enumeration in a yearbook of “the year's important
events” in the order of their occurrence clearly is not a genetic explanationof
the final event or of anything else. In a genetic explanation each stagemustbe

3. Bochmer (1930). p. 92.
4. Boehmer (1930), p. 93.
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shown to "lead to" the next, and thus to be linked to its successorby virtue of
somegeneral principles which make the occurrence of the latter at least reason­
ably probable, given the former. But in this sense, even successive stages in a
physicalphenomenon such as the free fall of a stone may be regarded as forming
a genetic sequence whose different stages—characterized, let us say, by the
position and the velocity of the stone at diEerent times—are interconnected
by strictly universal laws; and the successive stages in the movement of a steel
ball bouncing its zigzaggy way down a Galton Board“ may be regarded as
forming a genetic sequence with probabilistic connections.

The genetic accounts given by historians are not, of course, of the purely
nomological kind suggested by these examples from physics. Rather, they com­
binea certain measure of nomological interconnecting with more or less large
amounts of straight description. For consider an intermediate stage mentioned
in a genetic account. Some aspects of it will be presented as having evolved
from the preceding stages (in virtue of connecting laws, which often will be
no more than hinted at); other aspects, which are not accounted for by infor­
mation about the preceding development, will be descriptively added because
they are relevant to an understanding of subsequent stages in the genetic
sequence. Thus, schematically speaking, a genetic explanation will begin with
a pure description of an initial stage; thence, it will proceed to an account of
a second stage, part of which is nomologically linked to, and explained by, the
characteristic features of the initial stage, while the balance is simply added
descriptively because of its relevance for the explanation of some parts of the
third stage, and so fiorth.‘3

The following diagram schematically represents the way nomological
explanation is combined with straightforward description in a genetic account
of this kind:

+D2 +D +Dn_l

Each arrow indicates a presumptive nomic connection between two suc­
cessivestages; it presupposes uniformities which as a rule are not stated fully

S. For a description of the device and a probabilistic analysis of its workings, see. for
example. Mises (1939). pp. 237-40.

6. This conception of the structure of genetic explanation in history is in basic accord
with that set forth by Nagel (1961). pp. 564-68, in the context of a very substantialand compre­
hensive discussion of problems in the logic of historical inquiry. The presupposition of
connecting generalizations in historic-genetaic explanations is emphasized also in Frankel
(1959), p. 412 and in Goldstein (1958). pp. 475-79. On the role of "coherent narrative" vs.
covering-law explanation in natural history, see also Goudge (1958).



[450] semmmc EXPLANATION

and explicitly, and which may be of the strictly universal kind or—morc
likely—of a statistical kind. SI, 5,, . . . , S,l are sets of sentences expressingall
the information that the genetic account gives about the first, second, . . , nth
stage. For each of these stages except the first and the last, the information
thus provided falls into two parts: one—represented by S’,, S’,, . . . , S'n_1—
describes those facts about the given stage which are explained by reference
to the preceding stage; the other—represented by D2, D3, . . . , Dn_l—consti­
tutes information about further facts which are adduced without explanation,
because of their explanatory significance for the next stage. It will hardly be
necessary to re-emphasize that this characterization of genetic explanationis
highly schematic; it is intended to exhibit the alfmities which this procedure
has to nomological explanation on one hand and to description on the other.
In practice, these two components will often be hard to separate; insteadof
neatly presenting a set of interconnecting but distinct stages in temporal
succession, a genetic account is likely to give descriptions of, and suggest
connections between, a great variety of facts and events that are spread over
a certain temporal range and are not easily grouped into clusters constituting
successive stages.

In our illustration the assumption of some connecting laws or lawlike
principles is indicated by the references to motivating factors; for example, the
explanatory claims made for the popes’ desire to secure a fighting force or to
amass even larger funds clearly presupposes psychological assumptions about
the manner in which an intelligent individual will tend to act, in the lightof his
factual beliefs, when he seeks to attain a given objective. Psychological uni­
formities are implicit also in the reference to the fear of purgatory as explaining
the eagernesswith which indulgences were bought. Again, when one historian
observes that the huge financial success of the first jubilee indulgence “only
whetted the insatiable appetite of the popes. The period of time was variously
reduced from 100 to 50, to 33, to 25 years,”7 the explanation thus suggested
rests on a psychological assumption akin to the idea of reinforcement by rewards.
But, of course, even if some formulation of this idea were explicitly adduced,the
resulting account would provide at the very most a partial explanation; it
could not show, for example, why the intervening intervals should have had
the particular lengths here mentioned.

Those factors which, in our illustration, are simply described or tacitly pre­
supposed as "brute facts," to use Nagel’s phrase,a include, for example, the
relevant doctrines, the organization, and the power of the Church; the occur­
rence of the crusades and the eventual decline of this movement; and a great

7. Schwicbert (1950). p. 304.
8. Nagel (1961). p. 566.
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many additional factors which are not explicitly mentioned, but which have
to be understood as background conditions if the genetic account is to serve
its explanatory purpose.

Let us consider briefly another example of genetic explanation, taken from
Toynbee. In 1839 the principal maternity hospital in the city of Alexandria
was located on the grounds of the navy arsenal. “This sounds odd,” Toynbee
notes, “but we shall see that it was inevitable as soon as we retrace the sequence
of events that led to this at first surprising result."’ Toynbee’s genetic account
is, briefly, as follows. By 1839 Mehmed ‘Ali Pasha, the Ottoman governor of
Egypt, had been at work for more than thirty years to equip himself with
effectivearmaments, and particularly with a fleet of warships in the Western
style. He realized that his naval establishment would not be self-sufficient
unlesshe was in a position to have his warships built in Egypt by native workers,
andthat a competent group of Egyptian naval technicianscould be trained only
by Western naval specialists, who would have to be hired for this purpose.
The governor therefore advertised for Western experts, offering them very
attractive salaries. But the specialists who applied for the positions were un­
willing to come without their families, and they wanted to be sure of medical
care that was adequate by Western standards. The governor therefore also
hired Western physicians to attend the naval experts and their families. The
doctors found, however, that they had time to do additional work; and,
“being the energetic and public-spirited medical practitioners that they were,
they resolved to do something for the local Egyptian population as well. . . .
Maternity work was obviously the first call. So a maternity hospital arose within
the precincts of the naval arsenal by a train of events which, as you will now
recognize, was inevitable."10

Toynbee thus seeks to explain the initially odd fact in question by showing
how it came about “inevitably,” as the final stage of a sequence of intercon­
nected events; and he refers to the case as an example of the “process of one
thing leading to another"11 in intercultural relations. But wherein lies the in­
evitabilitywith which one thing leads to the next? At several points in Toynbee's
account, the presumptive connection is suggested by the explanatory reference
to the motivating reasons of the agents; but these provide explanatory grounds
for the resulting actions only on the assumption that people motivated by such
and such reasons will generally act, or will tend to act, in certain characteristic
ways. Thus, the conception of one thing inevitably leading to another here
presupposesa connection by lawlike principles that hold for certain kinds of

9. Toynbee (1953), p. 75.
10. ma. p. 77.
11. that. ‘p.75.
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human action. The character of such principles and the logic of the explana­
tions based on them will be examined more closely in sections 9 and 10of this
essay.

I will now brieHy consider some controversial issues concerning genetic
explanation in history on which the preceding considerations might shedsome
hght

Dray has argued that genetic explanation in history has logical peculiarities
which can be thrown into relief by a comparison with what he calls“the model
of the continuous series."" He illustrates the model by an account that explains
the stalling of an automobile engine by tracing it back to a leak in the oil
reservoir: as a result of the leak, the oil drained out, which deprived the cylin­
ders and pistons of lubrication, thus leading to frictional heating and expansion
of the pistons and cylinder walls, so that the metals locked tightly and the engine
stopped. Dray puts much emphasis on ‘the claim that by revealing the mechan­
ism of the failure, this stepwise account provides an understanding that would
not be conveyed by citing a covering law linking the failure directly to the
leak: “Of coursethe engine seized up—and I say this because I can now envisage
a continuousseries of happenings between the leak and the engine seizure which
themselves are quite understandable—as the original sequence ‘leak-to-seizure'
was not."13

If I understand it correctly, Dray’s defense of this claim rests to a considerable
extent on undeniable pragmatic differences between the two accounts: the
sequential account affords. an insight that is not provided when the final stage
is immediately linked to the initial one. But this pragmatic differenceisassociated,
I think, with a non-pragmatic one which justifies the claim that the two accounts
differ in explanatory power. To see this, let us, for the sake of the argument,
grant nomological status to the statement, L, that whenever the oil reservoir
of a properly built car develops a leak, its engine will fail. This law could then
be invoked for a low-level explanation of certain particular cases of engine
failure. The sequential account, on the other hand, traces the process through
a sequence of stagesand presents each of these as governed by certain “sub-laws",
as Dray calls them, such as those connecting the friction between pistons and
cylinder walls with heating and expansion of the metals. But an adequate set
of such laws will enable us not only to account for particular casesof engine
failure, but also to explain why the law L holds, i.e., why it is that an oil leak
in a properly built car generally leads to engine failure.

In the case of genetic explanation in history, there is an additional reasonfor

12. Dray (1957). pp. 66 ff.
13. Ibid., p. 68, italics the author's. For observations in a similar vein and further illus­

trations, see Danto (1956), pp. 23-25.
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regardingan account by stages asessentialfor the achievement of understanding:
here we have no overall law which, in analogy to the law L of the preceding
example, links the final stage of the process immediately to the initial one. As
our schematic characterization indicates, the particular data about the initial
stage do not by themselves suffice to account for all specified aspects of the
finalstage. To explain the latter, we need further data, and these are provided
in installments by the information about additional “brute facts” in the de­
scriptionsof the intervening stages.

Our construal of genetic explanation also does justice to the complaint
that the laws we might actually be able to adduce in the context of historical
explanation, including psychological and other laws of common experience,
provetrivial and inadequate when we try to account for the rich and distinctive
peculiaritieswhich supposedly make historical events unique, and which are
therefore of special interest to the historian. Considering, for example, the
subtletyand complexity of some of the psychological explanations that have
beenproposed for the actions of historical figures, this charge may be somewhat
overstated; but undeniably it has a good deal of merit. And the model just
outlinedmakes allowance for the difficulty by providing for the introduction
into a genetic account of a more or less extensive mass of details which are
simplydescribed,'without being explained by reference to other particular
facts and connecting uniformities.

8. EXPLANATION-BY-CONCEPT

Another mode of explanation which presumably presents diHiculties for
the covering-law conception has been pointed out by Dray, who considers its
role in historical inquiry. Dray calls it “explaining what" or “explanation-by­
concept," on the ground that a request for an account of this kind typically
takesthe form ‘what was it that happened in this case?’, and that the historian
“dealswith it by offering an explanation of the form ‘it was a so-and-so’."l
Dray illustrates the idea by a passage from Ramsey Muir's Short History of the
BritishCommonwealth. It describes certain changes that took place in late

eighteenth century England—such as the enclosure of agricultural lands, the
beginningsof industrial production, and the improvement ofcommunication—
and then continues: “It was not merely an economic change that was thus
beginning; it was a social revolution." Dray argues that though the historian
doesnot attempt to tell us here why or how the events under investigation
cameabout, his “assertion, ‘it was a social revolution’, is an explanation never­

]. Dray (1959), p. 403. italics the author's.
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theless. It explains what happened as a social revolution.”’ Dray characterizes
this kind of account as "explanation by means of a general concept ratherthan
a general law. For the explanation is given by finding a satisfactory classification
of what seems to require explanation."3 Dray adds that if any generalization
is essential to this kind of explanation, then it does not take the form of a
general law; for “what is to be explained is a collection of happeningsor con­
ditions, x, y and z; and the relevant generalization would be of the form:
‘x, y and 2 amount to a Q’. Such an explanatory generalization is summative;
it allows us to refer to x, y and z collectively as ‘a so-and-so’. And historians
find it intellectually satisfying to be able to represent the events and conditions
they study as related in this way."‘

But surely not every such representation can be regarded as explanatory:
the particular occurrences referred to by Muir, for example, might be truth—
fully but unilluminatingly classified also as changes involving more than 1000
persons and affecting an area of over 100 square miles. If there is explanatory
significance to characterizing x, y, and z collectively as a Q, it is becausethe
characterization implies that the particular cases fit into, or conform to, some
general pattern that is characteristic of Q.

I will illustrate this first by some examples which show, at the same time.
that the procedure in question is also used outside the domain of historiograth­

Torricelli's explanation of why a simple suction pump can raisewater by
no more than 34 feet has been said to rest on the "conceptual scheme" of a
“sea of air" surrounding the earth.5 But clearly that scheme has explanatory
force only because it assumes a nomic analogy between the sea of air and a $63
of water, namely, that “there would be an air pressure on all objectssubmerged
in this sea of air exactly as there is water pressure below the surface of the.
ocean," and that the pressure is determined by the weight of the columnof
air above the object in question: this is indeed how Torricelli reasoned.Thus
the explanation by means of his conceptual scheme effects a subsumption of
the explanandum phenomenon under general hypotheses.

Next, as an example that shows a clear similarity to that cited by Dray.
consider the statement: ‘Otto's running nose and inflamed eyes, and the red
spots surrounded by white areas that have just appeared on the mucous linings
of his cheeks are not just isolated occurrences: they are, all of them, symptoms
marking the onset of a full-blown case of the measles’.This diagnosticclassifi­

. Ibid., italics the author's.
. Dray (1959), p. 404, italics the author's.
. Ibid., p. 406.
. Conant (1951), p. 69.
. Ibid.
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cationaccounts for the particular complaints cited by pointing out that they
jointly conform to the clinical pattern of the measles; i.e., that they are of
certaincharacteristic kinds and occur in a characteristic temporal order, that
theywill be followed by further specific symptoms, and that the illness will
tend to take a certain characteristic course. To interpret a set of complaints
as manifestations of the measles is surely to claim that they fit into a certain
patternof regularities (which will be of statistical rather than of strictly universal
f.011“);and such an account accords with the covering-law conception of
explanation.

Or consider the “classification” of a particular sequence of lightning and
thunderasa caseof a powerful electric discharge generating a violent disturbance
of the air. This does indeed have explanatory import, but clearly by virtue of
pointingout that the particular set of events showed the characteristics generally
exhibitedby powerful discharges and by the disturbances they create in the
air;or, more precisely, that they conform to the laws characteristic of the sort
0f phenomenon as an instance of which the particular case is classified or in­
terpreted.

In Dray’squotation from Muir, the pronouncement "it was a social revo­
lution"similarly carries the suggestion that an explanatory diagnosis is being
offered—asuggestion that is reinforced by the following amplificatory passage,
whichdirectly follows the sentence quoted by Dray: “The old, settled, stable
orderwhichwe described as existing in Britain in the middle of the eighteenth
centurywas being wholly transformed. . . . But the full significance of this
changewas as yet quite unrealized. Securely enthroned, the old governing
Classeswere wholly blind to the forces that were at work beneath their feet,
underminingthe very foundations of their power, and making it inevitable
that sooner or later the political system should be readjusted to accord with
the change in the social order."7 We have here the suggestion of a diagnosis
or interpretation to the effect that the particular changes in agriculture, in­
dustrialproduction, and communications that Muir had described before
were early manifestations of a larger process whose different phases are not
associatedcoincidentally, but with some inevitability. Thus again—if only
very vaguely and sketchil-y—the particular cases are assigned a place in a
comprehensivepattern of connections.- Whatever explanatory significance
Muir'sstatement may have—and to me, it seems rather slight—surely lies in
the suggestion of a diagnosis of the sort that is more plainly illustrated by
our preceding two illustrations, which conform, in broad outline, to the
covering-lawconception.

7. Muir (1922), p. 123.
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Other examples of what Dray calls explanation-by—concept are provided
by the various interpretations of the American Civil War as the resultofa
conspiracy by some Northern—or Southern—groups of "wicked men"; as
a quarrel between two rival regions; as a contest over types of government;
as an outgrowth of the “irrepressible conflict" between freedom and slavery;
as a basically economic contest; and so forth.8 Each of these explanationsof the
Civil War “as a so-and-so" attributes special or overriding causal significance
to factors of some special type and accordingly presupposes suitable nomic
connections in support of those assumptions.”

Dray explicitly acknowledges that “explanation-by—concept may some­
times injith subsume the explicandum under law,"10 but holds that this is not
generally the case. Specifically, he takes issue with an earlier statement of mine
that “what is sometimes, misleadingly, called an explanation by meansof a
certain concept is, in empirical science, actually an explanation in terms 0
universal hypothesescontaining that concept."11 Against this view, Dray argues
as follows: “Presumably the law which lurks in the background when some­
thing is explained ‘as a revolution' is one which would contain the concept
in its apodosis. . . . But to explain, say, what happened in France in 1789‘35
a revolution' would surely not be equivalent to bringing it under any law of
the form, ‘Whenever C1, C2, . . . , C,I then a revolution?“ But my earlier
remark does not limit an explanation-by—concept to one general hypothesis.
nor does it limit the explanatory hypotheses to the type envisaged by Dray.
It applies as well, for example, to the explanation of certain complaints "35
symptoms of the measles,” which rests on general hypotheses to the effectthat
if a person suffers from the measles, then he will exhibit symptoms of sucha
kind; here, the explanatory concept is referred to in the protasis rather than
in the apodosis.

Or consider what might loosely be called “explaining the glow of a falling
meteorite as a case of intense heat generated by friction." Here severallawsare
involved, among them two to the effect that a body moving through air

8. On these different interpretations see, for example, Beale (1946).
9. The problem of weighting causal factors according to their relative importance in a

historical explanation is lucidly dealt with in Nagcl (1961), pp. 582-88.
10. Dray (1959), p. 405, italics the author’s.
11. Hempel (1942), footnote 3, italics in the original. Homans has recently stressed

the same point in reference to sociology. He holds that much of modern sociologicaltheory
fails to explain anything, partly because "much of it consists of systems of categories,or
pigeonholes, into which the theorist fits different aspects of social behavior. . . . but this in
itself is not enough to give it explanatory power. . . . The science also needs a set of general
propositions about the relations between the categories, for without such propositions
explanation is impossible." Homans (1961), p. 10.

12. Dray (1959), p. 404.
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encounters friction and that friction generates heat; so that the explanatory
concepts might be said to figure partly in the protasis, partly in the apodosis
of the corresponding general laws.

Dray's own example is stated so sketchily that it is difficult to appraise the
explanation supposedly achieved. A statement characterizing what happened
in France in 1789 as a revolution would seem to provide a very vague de­
scriptionrather than any explanation of those events. Some explanatory import
might be claimed if the concept of revolution were understood in a restricted
technical sense implying perhaps a sequence of characteristic stages in the
process,or certain characteristic changes in the structure of political power, or
the like; then some of the particular events of 1789 might be shown to conform
to the patterns implied by the given concept of revolution and might thus be
regarded as partly explained by it. But in this case, the explanation would
evidently be achieved by reference to the implied uniformities.

In sum, then, an explanatory use of concepts must always rely on corres­
ponding general hypotheses.

9. DISPOSITIONAL EXPLANATION

Another kind of explanation that has been held to defy a covering-law
analysis invokes in a characteristic manner certain dispositional properties of
the objects or agents whose "behavior" is to be accounted for; I will refer to this
procedure as dispositional explanation.

The familiar method of explaining human decisions and actions in terms
of purposes, beliefs, character traits, and the like is basically of this kind; for
to ascribe to an agent such motivating factors is to assign to him certain more
or less complex dispositional characteristics: this has been argued in detail by
Ryle‘, whose ideas have had great influence on the discussion of the subject.
Explanations by motivating reasons will be examined in some detail in
section10. In the present section we will consider the logical structure of some
dispositionalexplanations in physics and compare it with that of explanations
by covering laws.

Consider first an example discussed by Rylc. When a window pane shatters
uponbeing struck by a stone, the breaking of the glass can be causally explained,
according to Ryle, by pointing out that a stone hit it; but we often seek an
explanationin a different sense: “We ask why the glass shivered when struck
by the stone and we get the answer that it was because the glass was brittle."a

1. Sec especially Rylc (1949).
2. Ryle (1949), p. 88.
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Here the explanation is achieved, not by specifying an independent event
“which stood to the fracture of the glass as cause to effect",3 but by attributing
to the glass a certain dispositional property, brittleness. To ascribe thisproperty
to a particular window pane is, at least by implication, to assert ageneralhy­
pothesis, roughly to the effect that if at any time the pane is sharply struckby
any physical body, or is sharply twisted by any agent, it will fly into fragments.
But while thus being general in character, a dispositional statement nevertheless
also mentions a particular individual, such as the window pane. In this respeCt,
dispositional statements differ from general laws, which Ryle construesas
making no mention of individuals at all. To indicate their resemblanceto
general laws and also their difference from them, Ryle calls dispositionalstate­
ments “law-like.”‘

It should be noted, however, that neither of the two kinds of explanation
here distinguished by Ryle is sufficient by itself to account for the given event­
The report that the pane was struck by a stone explains its being broken only
in conjunction with the additional information that the pane was brittle: it is
in virtue of the general hypothesis implied by this dispositional attribution
that being hit by the stone becomes a cause rather than an accidental antecedent
in regard to the breaking of the pane. Similarly, the dispositional statement
can explain the breaking of the glass only when taken in conjunction with the
report that the glass was sharply struck; and indeed, as we saw, Ryle himself
describes the dispositional statement as explaining “why the glassshiveredwhen
struck by the stone," and not simply why the glass shivered. Thus eitherof the
two explanations here distinguished is incomplete and requires complementa­

3. Ibid.

4. For details, see Ryle (1949), pp. 43-44, 89, 120-25. Strictly speaking, the intended dis­
tinction between law-like sentences and general laws cannot be satisfactorily explicated
in terms of whether or not the sentences in question “mention particular things or persons,"
as Ryle (let. (it, p. 123) puts it; for explicit mention of an individual can be circumventedby
rephrasing. For example, the general sentence ‘All places on the surface of the earth within
100 miles of the North Pole are cold' would count as law-like because it mentions the North

Pole. Yet it can be rcphrased as “Allpolar places are cold’, where ‘polar' is used as synonymous
with ‘lyiug on the surface of the earth within 100milesof the North Pole'; and under the con­
templated criterion, the rephrasal would have to be counted as a general law becauseit does
n0t mention (i.e., it does not contain a designation of) any particular person, place. or
thing. For a fuller discussion of the issue cf. Hempel and Oppenheim (1948), section 6 and
Goodman (1955),expecially chapters 1 and 3. Note, incidentally, that Goodman usesthe term
‘lawlike' in the sense quite different from Ryle's, namely, to refer to sentences having all the
characteristics of a law. except for possibly being false (lac.cit, p. 27). To avoid a lengthy di­
gression, we will here forego an attempt to oEer a more adequate explication of the impor­
tant distinction made by Ryle, and will consider the idea as intuitively sufficientlyclear
for our present purposes.
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tion by the other. Jointly, they provide an adequate account, which might
be schematically formulated as follows:

(C1) The pane was sharply struck by a stone at time t1
(L,) For any time t it is the case that if the pane is sharply struck at t,

(9.1) then it breaks at t

(El) The pane broke at t1

This account is a deductive-nomological explanation except for invoking
a law-like statement instead of a completely general law. In this latter respect,

the argument is in good company: Galileo's and Kepler's laws, for example,
surely are used for explanatory purposes; and yet the former, when fully
stated, specifies that its formula applies to free fall near the surface of the earth,
and it thus mentions an individual object; while Kepler's laws, as originally
conceived, refer to the motions of the planets of one particular object, the
Sun. To be sure, these laws have since been subsumed under the Newtonian
laws of motion and of gravitation, which are of completely general form.
A similar step is possible in the example of the broken window, where the
statement ‘the pane was brittle’ may be replaced in the explanatory argument
by a completely general hypothesis, ‘All glass is brittle (under standard con­
ditions)’, and the singular statement ‘The pane was made of glass (and was
under standard conditions)’.

However, currently available theories do not enable us to perform this sort
of subsumption under strictly general laws or theoretical principles for all law­
like statements, and especially for all statements ascribing psychological dis­

positions to individuals. But one other step can always be taken even in these
cases: instead of putting the explanatory dispositional statement into the form
of a generalization mentioning a particular individual in the manner of L1
in (9.1), we can express it by two separate statements: a singular one, asserting
that the given individual has the dispositional property in question, say, D;
and a completely general one characterizing'the disposition D. In the case of
(9.1), this would amount to replacing the sentence L, by the following two:

(C2) The pane was brittle at time t1.
(L2) Any brittle object, if sharply struck at any time, breaks at that time.
It might be objected that the only general statement which occurs in the

resulting modification of (9.1), namely L2, does not have the character of an
empiricallaw about brittle objects, but rather that of a definitionof brittleness;
and that accordingly, the explanatory force of the argument continues to
residein the attribution of brittleness to a particular pane, and thus in the law­
likestatement Ll rather than in a general law about all brittle objects.
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This objection carries some weight when a dispositional characteristicrepre­
sents just one kind of law-like behavior, such perhaps as breaking underspecified
impact. But a dispositional characteristic, say M, of the kind invoked for
explanatory purposes can usually manifest itself in a variety of symptomatic
ways, depending on the circumstances.5 For example, magnetization of an
iron bar can manifest itself by the fact that iron filings will cling to its ends;
but also by the fact that one of its ends will attract the north pole, the other
one the south pole of a compass needle; and no less by the fact that if the bar
is broken in two, each of the parts will display the two kinds of dispositionjust
described for the whole bar. Many of the “symptom statements” thus char­
acterizing some peculiar way in which M may manifest itselfmight be regarded
as expressing either a necessary or a sufficient condition for the presenceof M.
and M itself might be referred to as a broadly dispositional characteristic.To
such characteristics the objection at hand does not apply, as I will now try to
show.

Symptom sentences expressing necessary conditions for M might take the
following form:
(9.2a) Ifan object or individual athas the property M, then under testconditions,

or stimulus conditions, of kind 8,, x will regularly respond in manner
R1; under conditions 5,, in manner R2; and so on.

Symptom sentences expressing sufficientconditions for M might correspond­
ingly take the form:
(9.2b) If x is in conditions of kind 8‘, then if x responds in manner R1,x hasthe

property M; if x is in S”, then if x .responds in manner R”, x has the
property M; and so on.“ _

Each symptom sentence of either type may be regarded as expressmg
a partial criterion of application for the term ‘M'.

The construal of symptom statements as expressing strictly necessary0[
strictly sufficient conditions for M is an oversimplification in many cases.Fer
example, in medical symptom statements and in the formulation of partial
criteria for character traits, beliefs, desires, etc., the connection between

5. That the attribution of a disposition usually implies many hypothetical propon­
tions has been stressed by Ryle (1949), pp. 43-44. Earlier, a much fuller formal study of the
logic of such broadly dispositional concepts had been carried out by Carnap in his essay
“Testability and Meaning" (1936-37), esp. Part 2. which specifically provided for the posSI­
bility of introducing a scientific term by means of a set of reduction sentences,each of which
is a symptom sentence in our sense. For a more recent discussion, which sheds further light
on the issues here considered. see also Carnap (1956). i

6. The two types of symptom sentences. or partial criteria ofapplication, here considered
correspond to the two basic types of “reduction sentences" in Camap’s study (1936-37);
see especially section 8, “Reduction Sentences."
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M and its symptomatic manifestations will often have to be conceived as

probabilistic in character. In this case, the symptom sentences might take the
following statistical forms, which are counterparts to (9.2a) and (9.2b) above:
(9.3a) For objects or individuals that have the property M and are under test

conditions of kind S1 (82, . . .), the statistical probability of responding
in manner R1 (R2, . . is r1 (r2, . .

(9.3b) For objects or individuals that are under test conditions of kind S1

(S’, . . and respond in manner R1 (R3, . . .), the statistical probability
of possessingthe property M is r’ (r", . .

For the sake of full concentration on the basic issues presently under dis­
cussion,however, we will limit our attention, for the time being, to broadly
dispositionaltraits M characterized by non-probabilistic symptom sentences of
the forms (9.2a) and (9.2b).

Let U be the set of all symptom sentences for M. This set evidently implies
a sentence, expressible in terms of‘Rl’,‘Sl',‘R3’,‘Sz', . . . , ‘Rl’,‘Sl’,‘R2’,‘82', . . .
to the effect that any x satisfying some one of the sufficientconditions for M as

specified in U also satisfies any one of the necessary conditions for M as specified
in U.7 As will be shown presently, this statement normally has the character
of a general empirical law: and if the symptom statements for M thus jointly
have empirical implications, they clearly cannot all be claimed to hold true
simply by definitional fiat.8

To illustrate by reference to an earlier example: one of the necessarycondi­
tions for an iron bar being magnetic might be:
(9.4a) If an iron bar x is magnetic then if iron filings are placed close to x

(condition SI), the filings will cling to its ends (response R1).
And one of the sufficientconditions might be:

(9.4b) -'Ifan iron bar at is in the vicinity of a compass needle (condition SI)
then if one of its ends attracts the north pole of the needle and repels
the south pole, whereas the other end shows the opposite behavior
(responseR1), then x is magnetic (has property

But jointly, these two symptom sentences imply the general statement that
any iron bar which satisfies the compass needle condition also satisfies the iron
filingscondition: and this surely is not a definitional truth, but a statement that
has the character of an empirical law.

Thus, as a rule, the set U of symptom statements for a broadly dispositional

7. This statement is equivalent to what Carnap calls the “representative sentence” of the
set U of reduction sentences for M ; for it “represents, so to speak, the factual content" of U.
See Carnap (1936-37). pp. 451.

8. This point is lucidly argued and illustrated, by reference to the broadly dispositional
concept ofa person wanting a certain state of affairs, in Brandt and Kim (1963), pp. 428-29.
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term has empirical consequences. But then it would be quite arbitrary to
construe some of those symptom statements as analytic-definitional and to
assign to others the status of empirical laws.” For this would amount to decreeing
that the former were not liable to modification if empirical evidence should
be found to conflict with the laws implied by the set U; but in empirical
science no statements other than logical and mathematical truths can be re­
garded as enjoying such unqualified immunity. Accordingly, the total set of
symptom statements is more appropriately regarded as part of the systemof
general laws governing the concept in question.

Suppose, now, that in order to explain why a given particular object or
individual i behaved in a certain manner, say R3, it is pointed out that i was in
a situation of kind 83, and that i has a broadly dispositional property M whose
presence is characterized by the disposition to respond to S1in manner R1,to S,
in manner R2, to S3 in manner R3, and so on. This explanatory argument may
then be schematized as follows:

(C1) 1'was in a situation of kind 83
(C2)i has the property M

(9.5) (L) Any x with the property M will, in a situation of kind 8;, behave
in manner R3

(E) i behaved in manner R3

This account is clearly of deductive-nomological form; for the general
statement L, as we have just noted, has to be accorded the status of an empirical
law rather than that of a "mere definition.”

But the preceding account of “dispositional explanation” calls for some
further qualification. What has been said so far might suggest, for example.
that to ascribe to an iron bar the “broadly dispositional property” of being
magnetic is tantamount to attributing to it a set of simple dispositions,each
of them characterized, in the sense reflected by our symptom statements, by
the association of some specific kind of manifest “response” with certain
manifest “stimulus conditions." This would be too simpleaconception,however.
For the general physical statements pertaining to the property of being magnetic
include, besides such symptom statements, also certain general laws which
represent no dispositional tendencies, and which are no less characteristic of
the concept of being magnetic than are the pertinent symptom statements.
Among them is the law that a moving magnetic field will produce an electric
field, which implies that in a closed wire loop near a moving magnet an electric
current'will be induced, which in turn implies a general statement concerning

9. On this point, see also pp. 113-115 in this volume.
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theresponsemade by an ammeter which is put into a closed wire loop near
a movingmagnet. This last statement may be regarded as a further symptom
statementfor the property of being magnetic, but it should be noted that the
symptomhere specified is associated with the property of being magnetic by
virtueof theoretical principles connecting the given characteristic with other
theoreticalconcepts, such as that of electric and magnetic fields and their
interrelations.Thus, when a concept like that of a magnet functions in a theory,
then,in applying it to some particular object, we are not simply attributing to
thisobjecta set, however extensive, of dispositions to display certain kinds of
observableresponse under given, observable stimulus conditions: the assignment
alsohas various theoretical implications, including the attribution of other
“broadlydispositional" characteristics.

Theseobservations concerning the theoretical aspects of broadly dispo­
sitionalconceptsalso will be found relevant to an analysis of the explanatory role
of motivatingreasons, which forms the subject of the next section.

10.THE CONCEPT OF RATIONALITY AND THE LOGIC OF
EXPLANATIONBY REASONS

10.1 Two ASPECTSOF THE CONCEPT or RATIONALITY. In the present section,

I proposeto examine the logic of the familiar method of accounting for
humandecisionsand actions in terms of motivating reasons—a method widely
heldto be entirely different from the explanatory procedures of the natural
sciencesand to defy analysis by means of the covering-law models.

In an explanation by motivating reasons the idea of rationality usually
playsan important role; and I will therefore begin with some remarks on this
concept.To qualify a given action as rational is to put forward an empirical
hypothesisand a critical appraisal. The hypothesis is to the effect that 'the action
wasdonefor certain reasons, that it can be explained as having been motivated
bythem.The reasons will include the ends that the agent presumably sought to
attain,and the beliefs he presumably entertained concerning the availability,
propriety,and probable effectiveness of alternative means of attaining those
ends.The critical appraisal implied by the attribution of rationality is to the
effectthat,judged in the light of the agent's beliefs, the action he decided upon
constituteda reasonable or appropriate choice of means for achieving his end.
Thesetwo aspectsof the concept of rational action will now be examined in
turn.

10.2 RATIONALITYAS A NORMATIVE—CRITICAL CONCEPT. The clarification of

thecritical,or normative, idea of rational action calls for the statement of clear

criteriaof rationality which might provide us with standards for appraising
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the rationality of particular actions, and which might thus also guide us in
making rational decisions.

Rationality in this sense is obviously a relative concept. Whether a given
action—or the decision to perform it—is rational will depend on the objectives
the action is meant to achieve and on the relevant empirical information
available at the time of the decision. Broadly speaking, an action will qualifyif,
on the given information, it offers optimal prospects of achieving its objectives.
Let us now consider more closely the key concepts invoked in this character­
ization: the concepts of the information basis and of the objectives of an action,
and finally that of rationality relative to a given basis and given objectives.

If we are to choose a rational course of action in pursuit of given ends,wewill
have to take into account all available information concerning such matters
as the particular circumstances in which the action is to be taken; the different
means by which, in these circumstances, the given ends might be attained; and
the side—effectsand aftereffects that may be expected from the use of different
available means.

The total empirical information available for a given decision may be
thought of as represented by a set of sentences, which I will call the infornmtion­
basisof the decision or of the corresponding action. This construal of the em­
pirical basis for a decision takes account of an obvious but important point:
to judge the rationality of a decision, we have to consider, not what empirical
facts—particular facts as well as general laws—are actually relevant to the
successor failure of the action decided upon, but what information concerning
such facts is avaikble to the decision-maker. Indeed, a decision may clearly
qualify as rational even though it is based on incomplete or false empirical
assumptions. For example, the historian, precisely in order to present an action
by a historical figure as rational, will often have to assume—and may well be
able to show on independent grounds—that the agent was incompletely in­
formed, or that he entertained false beliefs concerning relevant empirical
matters.

But while the information basis of a rational action thus need not be true,

should there not at least be good reasons for believing it true? Should not the
basis satisfy a requirement of adequate evidential support? Some writers do
consider this a necessary condition of rational action, and this view is indeed
quite plausible. For example, as one of its recent advocates, Quentin Gibson,
points out: “If someone were, carefully and deliberately, to walk round a
ladder because he believed, without evidence, that- walking under it would
bring him bad luck, we would not hesitate to say that he acted irrationally."l

1. Gibson (1960), p. 43. Chapters 4 and 14 of Gibson's work include many illuminating
observations on the questions examined in this section.
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No doubt we often understand rationality in this restricted sense. But if we
wish to construct a concept of rational action that might later prove useful in
explaining certain types of human behavior, then it seems preferable not to
impose on it a requirement of evidential support; for in order to explain an
actionin terms of the agent’s reasons, we need to know what the agent believed,
but not necessarilyon what grounds. For example, an explanation of the behavior
of Gibson’s ladder-shunner in terms of motivating reasons would have to
invoke the man’s superstitious beliefs, but not necessarily the grounds on which
he holds them; and the man may well be said to be acting quite reasonably,
given his beliefs.

From the information basis of a decision I now tum to its objectives. In
very simple cases, an action might be construed as intended to bring about a
particular state of affairs, which I will call the end state. But even in such simple
cases,some of the courses of action which, according to the information basis,
are available and are likely to bring about the end state, may nevertheless be
ruled out because they violate certain general constraining principles, such as
moral or legal norms, contractual commitments, social conventions, the rules
of the game being played, or the like. Accordingly, the contemplated action
will be aimed at achieving the end state without such violation. What I will
call its total objectivemay then be characterized by a set E of sentences describing
the intended end state, in conjunction with a set N of constraining norms.

Again, as in the case of the empirical basis, I will not impose the requirement
that there must be “good reasons" for adopting the given ends and norms:
rationality of an action will be understood in a strictly relative sense, as its
suitability, judged by the given information, for achieving the specified objec­
tive. '

How can such suitability be defined? For decision situations of the simple
kind just contemplated, a characterization can readily be given: if the inform­
ation basis contains general laws by virtue of which certain of the available
actionswould be bound to achieve the total objective, then, clearly, any one of
thoseactions will count as rational in the given context. If the information basis
does not single out any available action as a sufficient means for attaining the
objective, it may yet assign a numerical probability of successto each of the
different available actions; in this case, any action will count as rational whose
probability of success is not exceeded by that of any available alternative.

For many problems of rational decision, however, the availableinformation,
the objectives, and the criteria of rationality cannot be construed in this simple
manner. Our construal becomes inapplicable, in particular, when the objective
of a proposed action does not consist in attaining a specified end state. This is
quite frequently the case, as we will now see.
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To begin with, even when a particular end state is aimed at, the available
information will often indicate that there are several alternative ways of defin­
itely or probably attaining it, each attended by a different set of side-effects
and aftereffects which are not part of it. Some of these anticipated incidental
consequences will be regarded as more or less desirable, others as undesirable.
In a theoretical model of such decision situations the total goal must accordingly
be indicated, not simply by describing the desired end state, but by specifying
the relative desirability of the different total outcomes that may result from the
available courses of action.

In the mathematical theory of decision-making, various models of rational
choice have beenconstructed in which those desirabilities are assumed to be speci­
fied in numerical terms, as the so-called utilities of the different total outcomes.

The case in which the given information basis also specifies the ‘probabil­
ities2 of the different outcomes is called decision under risk. For this case, one

criterion of rationality has gained wide acceptance, namely that of maximizing
expected utility. The expected utility which, on the given information, is
associated with a contemplated course of action is determined by multiplying.
for each possible outcome of the action, its probability with its utility, and
adding the products. An action, or the decision to perform it, then qualifles
as rational if its expected utility is maximal in the sense of not being exceeded
by the expected utility of any alternative action.

Another decision problem which has been the subject of mathematical
study, and which is of considerable philosophic interest, is that of decision
under uncertainty. Here it is assumed that the given information basis indicates
the different available courses of action and specifies for each a set of mutually
exclusiveandjointly exhaustive possible outcomes, without, however, assigning
probabilities to them :3finally, each of the possible outcomes is assumed to have

2. The probabilities and utilities here referred to are subject to certain mathematical're­
quirements which cannot be discussed in the context of the present paper. The classiml
statement isgiven in von Neumann and Morgenstern (1947) ; lucid presentations of the require­
ments, and of the reasons underlying them, will be found in Luce and Raiffa (1957), chaps.
1-4 and in Baumol (1961). chaps. 17 and 18. Among the questions passed over here is the very
important one of how the concept of the probability of outcomes should be understood in
the context of decision theory. For a large class of problems the familiar statistical construal
of probability as a long-run relative frequency will be practically sufficient. and the current
mathematical theory of games and decisionsdoes rely on it to a large extent. Alternative con­
ceptions have been pr0posed, however. Among them are Carnap's concept of inductive
or logical probability (cf Carnap (1950), (1962) and the concept of personal probability (cf.
Savage (1954), especially chaps. 3 and 4).

3. Strictly speaking, this situation cannot arise on a theory of inductive logic, such as
Carnap's, according to which the given empirical information, whatever it may be, always
assigns a definite logical probability to each of the statements describing one of the possible
outcomes.



Aspectsof ScientificExplanation [467]

beenassigneda utility. By way of illustration, suppose that you are offered as a
present the metal ball that you will obtain by one single drawing made, at
your option, from one of two urns. You are given the information that the
metal balls are of the same size; that the first urn contains platinum balls and
lead balls in an unspecified proportion; and the second urn, gold and silver
balls in.an unspecified proportion. Suppose that the utilities you assign to
platinum,gold, silver, and lead are in the ratio of 1000:100:10:1. From which
urn is it rational to drawa Several quite different criteria of rational choice under
uncertainty have been set forth in recent decision theory. Perhaps the best—
known of them is the maximin rule; it directs us to maximize the minimum

utility, i.e., to choose an action whose worst possible outcome is at least as good
as the worst possible outcome of any alternative. In our example, this calls
for a drawing from the second urn; for at worst, it will give you a silver ball,
whereasthe worst outcome of a drawing from the first urn would give you a
lead ball. This rule clearly represents a policy of extreme caution, reflecting
the pessimistic maxim: act on the assumption that the worst possible outcome
will result from your action.

An alternative policy, expressed by the so—calledmaximax rule, reflects the
optimistic expectation that our action will lead to the best possible outcome;
it directs us to choose a course of action whose best possible outcome is at
least as good as the best possible outcome of any alternative action open to us.
In our example, the proper decision under this rule would be to draw from the
first urn; for at best this will give us a platinum ball, whereas a drawing from the
second urn can at best yield a gold ball.

Various interesting alternative rules have been proposed for the case of
decision under uncertainty, but for our purposes it is not necessary to consider
them here.‘

The mathematical models here briefly characterized do not offer us much
help for a rational solution of the grave and complex decision problems that
confront us in our daily affairs. For in these cases, we are usually far from having
the data required by, our models: we often have no clear idea of the available
courses of action, nor can we specify the possible outcomes, let alone their
probabilities and utilities. In contexts, however, where such information is
available, mathematical decision theory has been applied quite successfully
evento rather complicated problems, for example, in industrial quality control
and some phases of strategic planning.

But whatever their practical promise, these models contribute, I think, to
the analytic clarification of the concept of rational action. In particular, they

4. Accounts of those rules can be found, for example, in Luce and Raiffa (1957), chap.
13 and in Baumol, chap. 19.
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throw into relief the complex, multiply relative, character of this concept;and
they show that some of the characterizations of rational action which havebeen
put forward in the philosophical literature are of a deceptive neatnessand sim­
plicity. For example, Gibson, in his careful and illuminating study, remarks:
“there may be various alternative ways of achieving an end. To act rationally.. .
is to select what on the evidence is the bestway of achieving it";5 and he refers
to “an elementary logical point—namely, that, given certain evidence, there
can only be one correct solution to the problem as to the best way of achieving
a given end."° Gibson offers no criterion for what constitutes the best solution;
but surely, what he asserts here is not an elementary logical point, and indeed
it is not true. For, first, even when the decision situation is of a kind for which

one definite criterion of rational choice may be assumed to be availableand
agreed upon—for example, the principle of maximizing expected utilities——
then that criterion may qualify several different courses of action as equally
rational. Secondly, and more importantly, there are various kinds of decision,
such as decision under uncertainty, for which there is not even agreement on a
criterion of rationality, where maximin opposes maximax and both are
opposed by various alternative rules.

It is important to bear in mind that the different competing criteria of ration­
ality do not reflect differences in the evaluation of the various ends which, on
the given information, are attainable: all the competing rules here referredto
presuppose that the utilities of those ends have been antecedently fixed. Rather,
the different decision rules or criteria of rationality reflect different inductive
attitudes, and in some cases, as we saw, different degrees of optimism or pessi­
mism as to what to expect of the world, and correspondingly different degrees
of boldness or caution in the choice of a course of action.

The diversity of conflicting rules proposed for decision under uncertainty
suggests the question whether it might not be possible to specify some unique
sense of rationality which is independent of such differences of outlook, and
which can be shown to be more adequate than the conceptions of rationality
reflected by the competing criteria we have mentioned. The prospects of
specifying such a sense are dim indeed, and this again is indicated by some
results of mathematical decision theory. Specifically, it is possible to formulate
a set of general desiderata, or conditions of adequacy, for any proposed decision
rule, and to show that though each of the desiderata appears perfectly reasonable
and, so to speak, "essential" to rational choice, nevertheless every decision
rule that has been proposed in the literature violates one or more of the desi­
derata, and, indeed (ii) despite their intuitive plausibility, the desiderata are

5. Gibson (1960), p. 160, italics the author's.
6. Gibson (1960), p. 162.
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logicallyincompatible.7 This result certainly must serve as a warning against
theassumption that the idea of rationality, or of the best way to act in a given
situation,is reasonably clear, and that the formulation of criteria which make
the notion explicit is a basically trivial, though perhaps tedious, explicatory
task.

The considerations here outlined concerning the critical or normative
notion of rationality have important implications for the explanatory use of
the idea of rational action, as we will now sec.

10.3 RATIONALITYAs AN EXPLANATORYCONCEPT. Human actions are often

explainedin terms of motivating reasons. The preceding considerations suggest
that a full statement of those reasons will have to indicate the agent’s objectives
as well as his beliefs about the means available to him and their probable con­
sequences.And the explanation will aim at showing that the action was to be
expected in view of those objectives and beliefs. Such explanatory accounts
rest therefore, as Peters has put it, on the "concealed assumption" that “men
are rational in that they will take means which lead to ends if they have the
information and want the ends."'3Here, then, the concept of rationality is used
in an explanatory hypothesis. Let us now examine the logic of such explanations.

10.3.1 Dray's Concept of Rational Explanation. As our point of departure let us
choose Dray’s stimulating and suggestive study of such explanations and
particularly of their role in historical inqtiiry9—astudy which led him to conclude
that “the explanation of individual human behavior as it is usually given in
history has features which make the covering law model peculiarly inept."lo
Dray refers to the kind of explanation here referred to, namely, explanation
by motivating reasons, as rational explanation because, as he says, it “displays
the rationaleof what was done" by offering “a reconstruction of the agent’s
calculationof means to be adopted toward his chosen end in the light of the
circumstances in which he found himself. To explain the action we need to
know what considerations convinced him that he should act as he did."11

But Dray attributes to rational explanation a further characteristic, which
clearlyassignsan essential role to the evaluative or critical concept of rationality.
Accordingto him, the “goal of such explanation is to show that what was done
wasthe thing to have done for the reasons given, rather than merely the thing

7. For details see Luce and Raiffa (1957), chap. 13, especially sections 3 and 4.
8. Peters (1958), p. 4, italics supplied. For another statement concerning the explanatory

and predictive use of the assumption of rationality, Gibson (1960),p. 164.
9. Sec especially Dray (1957). chap. 5 and Dray (1963).
10. Dray (1957), p. 118.
11. Dray (1957), pp. 124 and 122, italics the author's.



[47°] SCIENTIFICEXPLANATth

that is done on such occasions, perhaps in accordance with certain laws."“
Hence, “Reported reasons, if they are to be explanatory in the rationalway,
must be good reasons at least in the sense that the situation had been asthe
agent envisaged it. . . then what was done would have been the thing to have
done.”13 To show that the agent had good reasons for his action, a rational
explanation must therefore invoke, not a general empirical law, but a “principle
of action,” which expresses “a judgment of the form: ‘When in a situationof
type C1. . . C"l the thing to do is x’."“ Thus, such explanations contain “an
element of appraisal of what was done."15 And it is precisely in this reliance
on a principle of action expressing a standard of appropriateness or rationality
that Dray sees the essential difference between rational explanations and those
accounts which explain a phenomenon by subsuming it under coveringgeneral
laws that describe certain uniforinities but do not appraise.

Dray does not further specify the character of the "situations" referredto
in his principles of action; but in order to do justice to his intent, thosesitua­
tions must surely be taken to include such items as the end the agentsought
to attain, (ii) the agent’s beliefs concerning the empirical circumstancesin
which he had to act and concerning the means available to him for the attainment
of his objective, (iii) moral, religious, or other norms to which the agentwas
committed. For only when these items are specified does it make senseto raise
the question of the appropriateness of what the agent did in the given situation.

It seems fair, then, to say that according to Dray’s conception, a rational
explanation answers a question of the form ‘why did agent A do X 2’by offering
an explanans of the following type (instead of Dray’s ‘Cl . . . Cn’, we write
‘C’ for short, bearing in mind that the situation thus referred to may be very
complex):

A was in a situation of type C
In a situation of type C the appropriate thing to do is X

But this construal of rational explanation presupposes a criterion of ration­

ality which, for the given kind of situation, singles out one particular course
of action as the thing to do: and as we saw earlier this presupposition is highly
questionable.

More importantly however, even if such a criterion were available,an
account of the form here considered carmot possibly explain why A did X.
For according to the requirement of adequacy set forth in section 2.4 of this
essay, any adequate answer to the question why a given event occurred will

12. Dray (1957). p. 124.
13. Dray (1957), p. 126. italics the author's.
14. Dray (1957), p. 132, italics the author's.
15. Dray (1957). p. 124, italics the author's.
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have to provide information which, if accepted as true, would afford good
grounds for believing that the event did occur. Now, the information that
agentA was in a situation of kind C and that in such a situation the rational

thing to do is x, affords grounds for believing that it would have been rational

forA to dox, but no grounds for believing that A did in fact do x.“ To justify
this latter belief, we clearly need a further explanatory assumption, namely
that—at least at the time in question—A was a rational agent and thus was
disposedto do whatever was rational under the circumstances.

But when this assumption is added, the answer to the question ‘Why did
A do xa' takes on the following form:

A was in a situation of type C
A was a rational agent

(SchemaR) In a situation of type C, any rational agent will do 1:

Therefore, A did x

This schema of rational explanation differs in two respects from what I
take to be Dray’s construal: first, the assumption that A was a rational agent
is explicitly added; and second, the evaluative or appraising principle of action,
which specifies the thing to do in situation C, is replaced by an empirical
generalization stating how rational agents will act in situations of that kind.
Thus, Dray’s construal fails just at the point where it purports to exhibit a
logical difference between explanations by reference to underlying reasons and
explanations by subsumption under general laws, for in order to ensure the
explanatory efficacy of a rational explanation, we found it necessary to replace
Dray’s normative principle of action by a statement that has the character of a
general law. But this restores the covering-law form to the explanatory account.

That the appraising function which Dray considers essential for rational
explanation has no explanatory import is shown also by this consideration:
Doubts concerning a given explanation in terms of a specified rationale
could not significantly be expressed in the form ‘Was X actually the thing to
do under the c'ircumstancese’, but they might well take the form ‘Was A
actually inclined to regard X as the thing to dot'. Accordingly, it would be
irrelevant to argue, in defense of a proposed explanation, that X was indeed
(by some theoretical standard of rationality) "the thing to do," whereas it
would be distinctly relevant to show that A was generally disposed to do X
under circumstances of the specified kind. And the explanatory import of this

16. The same objection has been raised, in effect, by Passmore, in the following oom­
ment on Dray's conception: “. . . explanation by reference to a ‘principle of'action’ or a ‘good
reason' is not, by itself, explanation at all. . . . For a reason may be a ‘good reason’—in the
senseof being a principle to which one couldappeal in justincation of one’s action—without
having in fact the slightest inauence on us." Passmore (1958), p. 275, italics the author's.
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latter information would be completely independent of whether the contem­
plated action did or did not conform to the explainer's—or the questioner's—
standards of rationality.

In thus disagreeing with Dray’s analysis of rational explanation, I do not
wish to deny that an explanatory account in terms of motivating reasonsmay
well have evaluative overtones: what I maintain is only that whether a critical
appraisal is included in, or suggested by, a given account. is irrelevant to its
explanatory force; and that an appraisal alone, by means of what Dray calls
a principle of action, cannot explain at all why A did in fact do x.

10.3.2 Explanation by Reasons as Broadly Dispositional. The notion of rational
agent invoked in Schema R above must of course be conceived as a descriptive­
psychological concept governed by objective criteria of application; any
normative or evaluative connotations it may carry with it are inessentialfor
its explanatory use. To be sure, normative preconceptions as to how a truly
rational person ought to behave may well influence the choice of descriptive
criteria for a rational agent—just as the construction of tests, and thus the selec­
tion of objective criteria, for intelligence, verbal aptitude, mathematical
aptitude, and the like will be influenced by pre—systematicconceptions and
norms. But the descriptive-psychological use of the term ‘rational agent' (juSt
like that of the terms ‘IQ', ‘verbal aptitude', ‘mathematical aptitude’, and the
like) must then be governed by the objective empirical rules of application
that have been adopted, irrespective of whether this or that person (e.g., the
proponent of a rational explanation or the person to whom it is addresscd)
happens to regard those objective rules as conformable to his own normative
standards of rationality.

By whatever specific empirical criteria it may be characterized, rationality
in the descriptive—psychological sense is a broadly dispositional trait; to say of
someone that he is a rational agent is to attribute to him, by implication,a

complex bundle of dispositions. Each of these may be thought of as a tendency
to behave—uniformly or with a certain probability—in a characteristicway
under conditions of a given kind, whose full specifications may have to include
information about the agent’s objectives and beliefs, about other aspectsof
the psychological and biological state he is in, and about his environment. To
explain an action in terms of the agent's reasons and his rationality is thus to
present the action as conforming to those general tendencies, or as being a
manifestation of them." According as the sentences expressing the tendencies

17. This construal is in basic agreement, of course, with the general conception set forth
in Ryle (1949). Fora lucid characterization, in accordance with Ryle’s ideas,of the forceof
explanations referring to an agent’s wants. intentions, and plans, seeGardiner(1952),Parth,
section3; andcf. also the expository and critical discussion in Dray (1957), pp. 144and passim.
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in questionare of strictly universal form or of a statistical form such as (9.3a),
or (9.3b),the resulting dispositional explanation will be deductive or inductive­
probabilisticin character. But in any event it will subsume the given particular
caseunder a general uniformity. However, this brief general characterization
mustnow be amplified and must also be qualified in certain points of detail.

To begin with, the dispositions implied by the psychological concept of
rational agent are not simply dispositions to respond to specifiable external
stimuliwith certain characteristic modes of overt behavior. They differ in this
respectfrom at least some of the dispositions implied when we say of a person
that he is allergic to ragweed pollen; for to say this is to imply, among other
things,that he will exhibit the symptoms of a head cold when exposed to the
pollen.When we call someone a rational agent, we assert by implication that
he will behave in characteristic ways if he finds himself in certain kinds of
situation; but such situations cannot be described simply in terms of environ­
mental conditions and external stimuli; for characteristically they include the
agent’sobjectives and his relevant beliefs. To mark this difference,we might say
that the dispositions implied by attributing rationality to a person are higher­
order-dispositions;for the beliefs and ends-in-view in reponse to which, as it
were, a rational agent acts in a characteristic way are not manifest external
stimuli but rather, in turn, broadly dispositional features of the agent. Indeed,
to attribute to someone a particular belief or end-in-view is to imply that in
certain circumstances he will tend to behave in certain ways which are indicative
or symptomatic of his belief or his end-in—view.

There is yet another reason why we must avoid an overly narrow dispo­
sitional construal of an agent's beliefs, objectives, and rationality; and the
qualified phrase ‘broadly dispositional’ is meant to serve as a reminder of this
point as well: a statement attributing to a person certain objectives or beliefs
or the property of being a rational agent, implies, but is not equivalentto, a set
of other statements attributing to the person certain clusters of dispositions.

To elucidate and support thisview, I will first adduce an analogous casefrom
physics.To say of a body that it is electrically charged or that it is magnetic is
to attribute to it, by implication,bundles of dispositions to respond in character­
istic or symptomatic ways to various testing procedures. But this does not
exhaustwhat is being asserted; for the concepts of electric charge, magnetization,
andso on are governed by a network of theoretical principles interconnecting
a large number of physical concepts. Conjointly, these theoretical principles
determinean indefinitely large set of empirically testable consequences, among
them various dispositional statements which provide operational criteria for
ascertainingwhether a given body is electrically charged, magnetic, and the

like. Thus, the underlying theoretical assumptions contribute essentially to
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what is being asserted by the attribution of those physical properties.Indeed,it
is only in conjunction with such theoretical background assumptionsthata
statement attributing an electric charge to a given body implies a set of dis­
positional statements; whereas the whole set of dispositional statementsdoes
not imply the statement about the charge, let alone.the theoreticalbackground
principles.

Now, to be sure, the psychological concepts that serve to indicate a person’s
beliefs, objectives, moral standards, rationality, and so forth, do not function
in a theoretical network comparable in scope or explicitness to that of electro­
magnetic theory. Nevertheless, we use those psychological conceptsin a manner
that clearly presupposes certain similar connections—we might call them
quasi-theoretical conmsctions.18For example, we assume that the overt behavior
shown by a person pursuing a certain objective will depend on his beliefs;and
conversely. Thus the attribution to Henry of the belief that the streetsare
slushy will be taken to imply that he will put on galoshes only on suitable
assumptions about his objectives and indeed about his further beliefs," SUCh
as that he wants to go out, wants to keep his feet dry, believes that his galoshes
will serve the purpose, is not in too much of a hurry to put them on, andsoon­
This plainly reflects the assumptions of many complex interdependencies
among the psychological concepts in question. And it is these assumptions
which determine our expectations as to what behavioral manifestations,in­
cluding overt action, a psychological trait will have in a particular case­

To reject the construal of those characteristics as simply bundles of behaViOHll
dispositions is not to conjure up again the ghost in the machine, so deftlyand
subtly exorcised by Ryle and earlier—more summarily, but on basicallysimth
grounds—by the logical behaviorism of Carnap.20 The point is rather that in
order to characterize the psychological features in question, we have to consider
not only their dispositional implications, which provide operational critt‘n’ia
for attributing certain beliefs, objectives, and the like; we must also take account
of the quasi-theoretical assumptions connecting them. For these, too, gOVCrn
the use of those concepts, and they are not logically implied by the setsof dis­
positional statements associated with them.

18. Some plausible quasi-theoretical principles for the concept of an agent having a
certain objective. or "wanting" a certain state of aR’airs,are set forth by Brandt and Kim
(1963), p. 427, who suggest that the concept "wants" might helpfully be viewed as a theo­
retical construct. Tolman (1951) presents, in somewhat schematic and programmatic outline.
a psychological model theory of action which includes among its “intervening variables"
the “Belief-Value Matrix" as well as the “Need System" of the agent, but which also,quite
rightly, considers the external conditions in which the action takes place.

19. On this point, Chisholm (1962), pp. 513 ff. and especially p. 517.
20. Sec Ryle (1949); Carnap (1938) and, for a more technical account, Carnap (1936-37).
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10.3.3 Epistemic Interdependence of Belief Attributions and Goal Attributions.

The quasi-theoretical connections just referred to give rise to a problem that
requiresat least brief consideration. For our purposes it will sufficeto examine
one form of it, which is of fundamental importance to the idea of rational ex­
planation. What sorts of dispositions do we attribute to a person by impli­
cation when we assert that he has certain specified objectives or beliefse The
statement that Henry wants a drink of water implies, among other things, that
Henry is disposed to drink a liquid offered him—provided that he believesit
to be potable water (and provided that he has no overriding reasons for re­
fusing it). Thus, ascription of an objective here has implications concerning
characteristicovert behavior only when taken in conjunction with ascriptions
of appropriate beliefs. Similarly, in our earlier example, the hypothesis that
Henry believesthe streets to be slushy implies the occurrence of characteristic
overt behavior only when taken in conjunction with suitable hypotheses about
Henry's objectives.

Indeed, it seems that a hypothesis about an agent’s objectives generally can
be taken to imply the occurrence of specific overt action only when conjoined
with appropriate hypotheses about his beliefs, and vice versa. Hence, strictly
speaking, an examination of an agent’s behavior can serve to test assumptions
about his beliefs or about his objectives, not separately, but only in suitable
pairs. That is, belief attributions and goal attributions are epistemicallyinter­
dependent.

This fact does not make it impossible, however, to ascertain a person's
beliefs or his objectives. For often we have good antecedent information about
one of the interpendent items, and then a hypothesis about the other may be
tested by ascertaining how the person acts in certain situations. For example, if
we have good grounds for the assumption that our man is subjectively honest,
that he endeavors to “tell the truth", then his answers to our questions may
afford a reliable indication of his beliefs. Conversely, we are often able to test
a hypothesis about a person’s objectives by examining his behavior in certain
critical situations because we have good reason to assume that he has certain
relevant beliefs.

But the epistemic interdependence here referred to does raise the question
whether an explanation by motivating reasons ever requires the explanatory
assumptionthat the acting person was, at least at the time in question, a rational
agent. How this question arises can be seen by taking a closer look at the test
criteriafor belief attributions and for goal attributions.

Suppose we know an agent's beliefs and wish to test the hypothesis that he
wants to attain goal C. Just what sort of action is implied by this hypothesise
The criterion used in such cases seems to be roughly this: if A actually wants
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to attain G then he will follow a course of action which, in the light ofhis
beliefs, offers him the best chance of success. In the parlance of our earlier
discussion, therefore, the test of our goal attribution appears to presupposethe
assumption that A will choose an action that is rational relative to hisobjectives
and beliefs. This would mean that the way in which we use a person’sactions
as evidence in ascertaining his goals has the assumption of rationality builtright
into it. An analogous comment applies to the way in which we normally
use the actions of a person whose objectives we know as evidence in ascertaining
his beliefs.21 But this seems to discredit the construal of rational explanation

as involving, in the manner suggested in Schema R, an explanatory hypothCSiS
to the effect that the person in question was a rational agent. For the consider—
ations just outlined suggest that this hypothesis is always made true by a tacit
convention implicit in our test criteria for the attribution of motivating0b­
jectives and beliefs to the agent. If this is generally the case, then the assumption
of rationality could not possibly be violated; any apparent violation wouldbe
taken to show only that our conjectures about the agent’s beliefs, or those
about his objectives, or both, were mistaken. And, undeniably, such willin
fact often be our verdict.

But will it always be $02 I think there are various kinds of circumstancesin
which we might well retain our assumptions about the agent’s beliefsand
objectives and abandon instead the assumption of rationality. First of all»
in deciding upon his action, a person may well overlook certain relevantitems
of information which he clearly believes to be true and which, if properly
taken into account, would have called for a different course of action. Second.

the agent may overlook certain aspects of the total goal he is seekingto attain:
and may thus decide upon an action that is not rational asjudged by hi5Oblcc’
tives and beliefs. Third, even if the agent were to take into account all aspects
of his total goal as well as all the relevant information at his disposal,and even
if he should go through a deliberate “calculation of means to be adopted toward
his chosen end" (to repeat an earlier quotation from Dray), the result maystillfail
to be a rational decision because of some logical flaw in his calculation.Clearly
there could be strong evidence, in certain cases, that an agent had fallenshortof
rationality in one of the ways here suggested; and indeed, if his decisionhad
been made under pressure of time or under emotional strain, fatigue, or other
disturbing influences, such deviations from rationality would be regarded as
quite likely. (This reflects another one of the quasi-theoretical connections
among the various psychological concepts that play a role in explanationsby
reasons.or by motives.)

2]. Cf., for example, the discussion in Churchman (1961), pp. 288—91,which illustrates
this point.
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In sum then, rationality of human actions is not guaranteed by conventions
implicitin the criteria governing the attribution of goals and beliefs to human
agents;there may be good grounds for ascribing to an agent certain goals and
beliefsand yet acknowledging that his action was not rationally called for by
those goals and beliefs.

10.3.4 Rational Action as an Explanatory Model Concept. For further clarification
ofthe role that the assumption of rationality plays in explanations by motivating
reasons,it may be illuminating to ask whether the concept of rational agent
might not be viewed as an idealized explanatory model comparable to the
explanatory concept of an ideal gas, that is, a gas conforming exactly to Boyle’s
and Charles’s laws. No actual gas strictly satisfies those laws; but there is a wide
range of conditions within which many gases conform very closely to the
account the model gives of the interrelations between temperature, pressure,
and volume. Moreover, there are more general, but less simple laws—such
as van der Waals’, Clausius', and others—which explain to a large extent the
deviations from the ideal model that are exhibited by actual gases.

Perhaps the concept of a rational agent can be similarly regarded as an
explanatory model characterized by an "ideal law," to the effect that the agent’s
actions are strictly rational (in the sense of some specific criterion) relative to
his objectives and beliefs. How could this programmatic conception be imple­
mentede How could an explanatory model of rational action be precisely
characterized, and how could it be applied and tested?

As noted earlier, the concept of rationality is by on means as clear and
unequivocal as is sometimes implied in the literature on rational explanation.
But let us assume that the proposed explanatory use of the concept is limited, to
begin with, to cases of a relatively simple type for which some precise criterion
of rationality can be formulated and incorporated into our model.

Then there is still the question of how to apply the model to particular
instances,how to test whether a given action does in fact conform to the criterion
of rationality the model incorporates. And this raises a perplexing problem.
The problem is not just the practical one of how to ascertainan agent’s beliefsand
actions in a given case, but the conceptual one of what is to be understoodby
the beliefsand objectives of an agent at a given time, and by what logical means
they might be properly characterized. Let me amplify this briefly.

A person must surely be taken to hold many beliefs of which he is not
consciousat the time, but which could be elicited by various means. Indeed, a

personmay be held to believe many things he has never thought of and perhaps
never will think of as long as he lives. If he believes that seven and five are
twelve we would surely take him to believe also that seven speckled hens and
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five more make twelve speckled hens, although he may never consciously
entertain this particular belief. Generally, a man will be taken to believecertain
things that are consequences of other things he believes; but surely he cannot
be taken to believe all those consequences since, to mention but one reason,
his logical perspicacity is limited.

Hence, while in a theoretical model of the normative or criticalconceptof

rational decision the information basis may be construed as a set of statements
that is closed under an appropriate relation of logical derivability, this assump­
tion cannot be transferred to an explanatory model of rational decision.In
particular, a person may well give his believing assent to oneof a pair of logically
equivalent statements but withhold it from the other—although both express
the same proposition. It seems clear, therefore, that the objects of a person,5
beliefs cannot be construed to be propositions each of which may be representh
by any one of an infinite set of equivalent statements: in specifying an agent’s
beliefs, the mode of its formulation is essential. (This peculiarity seemsclosely
akin to what Quine has called the referential opacity of belief sentences.)22

Presumably, then, in an explanatory model conception of rational action.
the agent's beliefs should be represented by some set of sentences that is
not closed under logical derivability. But what set? For example, shoulda
person's belief-set be taken to include all sentences to which he could be induced
to assent by pertinent questions and arguments, no matter how numerous0r
complexe Clearly such construal is unwarranted if we are interested in specifying
a set of beliefs that can be regarded as motivating factors in explaining an aCtion
done by the agent. Where the boundary line of the belief-set is to be drawn——

conceptually, not just practically—is a puzzling and obscure question. ’
Similar observations apply to the problem of how to characterizean agent5

total objectives in a given decision situation.
Consequently, though in a normative-critical model of decision,rationality

is always judged by reference to the total information basis and the
total objective specified, it would be self-defeating to incorporate into an
explanatory model of rational action the principle that a rational agent acts
optimally, as judged by specified criteria, on the basis of his total set of objec—
tives and beliefs: this notion is simply too obscure.

10.3.5 The Model of a Conscioust Rational Agent. A way out seems to be sug­
gested by the observation that many explanations present an action asdetermined

2. Cf. Quine (1960). section 30; and see also sections 35, 44, 45, which deal further with
the problems of a logically adequate construal of belief-attributions. Several of these prob­
lems, and similar ones concerning the construal of goal-attributions, are searchineg ex­
amined in SchefHer (1963), Part 1, section 8.
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by reasons which presumably the agent took consciously into account in
making his decision. Let us say that a person is a consciouslyrational qqmi (at a
certain time) if (at that time) his actions are rational (in the sense of some
clearlyspecified criterion) relative to those of his objectives and beliefs which
he consciously takes into account in arriving at his decision.

By way of exploring the potential applicability of this model of a consciously
rationalagent, let us consider Bismarck’s editing of the so-called Ems telegram.
whichplayed a crucial role in touching off the war between France and Prussia
in 1870.Political relations between the two nations had been straihed by France's
strong opposition to the prospect, which for some time seemed likely, of a
Hohenzollern prince accepting the throne of Spain. Bismarck had hoped that
this issuemight provide Prussia with a cam: be!“ against France; but the prince
resigned his candidacy, and the prospect of a military conflict with France
seemedto vanish. At this juncture a French emissary approached King William
of Prussia, who was staying at the spa of Ems, with the request that the king
rule out resumption of the candidacy for all future times. The king declined
this and informed Bismarck of the incident in a telegram in which he indicated
no ruffled feelings but simply sought to convey his reasons for refusing the
request. The king explicitly left it to Bismarck to decide whether to publish
the content of the telegram. Bismarck seized the opportunity to edit the text for
publication in a manner calculated to induce France to go to war. The reasons
behind thisaction have been discussedby many writers, including Bismarck him­
self.

In his memoirs,23 Bismarck states, first of all, his reasons for seeking war
against France. Among these are his concern to preserve Prussia’s national
honor; his belief that otherwise the resulting loss of prestige would gravely in­
terfere with the development of a German Reich under Prussian leadership;
the expectation that a national war against France would serve to bridge the
differencesbetween many of the German nations Bismarck sought to unite;
and the information, provided by the chief of the General Staff, that in view
of Prussia’sstate of military preparedness no advantage was to be expected
fromdeferring the outbreak of war. Bismarck concludes this part of his account
with the words: “All these considerations, conscious and unconscious, strength­
enedmy opinion that war could be avoided only at the cost of the honour of
Prussiaand of the national confidence in it. Under this conviction I made use of

the royal authorization . . . to publish the contents of the telegram; and . . .
[reducedthe telegram by striking out words, but without adding or altering.”M

23. Bismarck (1899), pp. 97 ff. The text of the King's telegram is quoted on p. 97, that of
the edited version on pp. 100-101.

24. Bismarck (1899), p. 100.
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The edited version of the Ems telegram created the impression that the
king had treated the French emissary in an insulting manner. In his memoirs,
Bismarck candidly states his reasons for this choice of means toward hisend:
he expected that the edited text would “have the effect of a red rag uponthe
Gallic bull. Fight we must. . . . Success, however, essentially depends uponthe
impression which the origination of the war makes upon us and others;it is
important that we should be the party attacked, and this Gallic overweening
and touchiness will make us if we announce in the face of Europe . . . thatwe
fearlessly meet the public threats of France."25 The publication of the edited
text had the effect Bismarck had expected: in Paris it was taken as a national
insult, and the French Cabinet decreed mobilization.

As for the explanatory force of Bismarck’s own account or of thosegiven
by various historians, let us note first that no matter how illuminating a state­
ment of motivating reasons may be, it cannot, and does not purport to, shed
light on one very important aspect of Bismarck’s action, namely, why the
thought of editing the text occurred to him in the first place. In the context
of our explanation by reasons, the statement that it did occur to him is simply
offered as an explanatory datum, as part of the requisite specification of What
courses of action the agent believed were open to him. Thus the explanatory
account we have surveyed can claim at most to answer the question: given
that the possibility occurred to Bismarck, why did he choose that courseof
action?

Let us consider now to what extent the explanation here outlined conforms
to the model of a consciously rational action. First of all, it does represent
Bismarck as having arrived at his decision as a result of a careful deliberation
concerning the best available means toward his end of provoking Franceinto
going to war. The account indicates further that in the given situation, Bismarck
believed several courses of action open to him: publication of an edited version
of the telegram; publication of the original text; and no publication at all.In
his estimate the first alternative, and it alone, was likely to have the desired
effect. Hence if the liStof motivating considerations is factually correct and com­

plete in the sense of omitting none of the possibilities actually contemplated
by Bismarck, then the account shows that his action was that of a consciously
rational agent, and that relative to his beliefs and objectives it was rational in the
sense of one of the simplest criteria mentioned in section 10.2.

Actually, however, the account is not likely to be strictly complete. For
example, Bismarck must have considered, however briefly, some alternative
courses of action—among them, different ways of editing the text—which arc

25. Bismarck (1899), p. 101.
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not mentioned in his own statement nor in the accounts given by various other
writers who have dealt with the matter. The available studies suggest that
Bismarckmay have fleetineg entertained the possibility of releasingthe relevant
information to all Prussian embassiesbut not to the press for publication. Thus,
there are good reasons to doubt that the available accounts are actually as
complete as would be necessary to exhibit Bismarck’s action as consciously
rational. In defense of the presumptive omissions, it might be argued that
greater completeness would have been pedantic and gratuitous, for does not
the very fact that Bismarck chose to publish an edited version suffice to show
that even if he should have entertained alternatives other than those explicitly
mentioned, he dismissed them as less promising? This is indeed quite a plausible
way of defending the claim that among all the possible actions he considered,
Bismarck chose what in his estimate was the optimal one; but as far as this
argument is relied on, the rationality of Bismarck’s decision is safeguarded by
tacitly building it into our construal of Bismarck's expectations: he could not
have expected much of the alternatives or else he would have acted differently.

Thus, though in the case of the Ems telegram an unusually large amount of
apparently reliable information on the motivating reasons is available, and
though Bismarck’s decision seems to have been arrived at by cool and careful
deliberation, the rigorous requirements of the model of consciously rational
action are not completely satisfied.

There are other cases which perhaps come even closer to the "ideal" of the
model. Consider, for example, a competent engineer who seeks an optimal
solution to a problem of design for which the range of permissible solutions is
clearly delimited, the relevant probabilities and utilities are precisely specified,
and even the criterion of rationality to be employed (e.g., maximization of
expected utilities) is explicitly stated. In this case, the objectives and beliefs
that determine the engineer's decision may be taken to be fully indicated by the
specificationof the problem; and by applying to the engineer the explanatory
model of a consciously rational agent (whose standard of rationality is that
specified in the given problem) we can explain—or predict—his arriving at a
solution, or set of solutions, which is identical with the theoretically optimal
one.

The broadly dispositional property of conscious rationality need not, and
indeed cannot, be conceived as an enduring trait. A man may be disposed to
act with conscious rationality at some times, when psychological and environ­
mental conditions are favourable, yet fail to do so at other times, when dis­
turbing external circumstances or such factors as fatigue, pain, or preoccu­
pation with other matters prevent strictly rational deliberation. But similarly,
a given body of gas may behave "ideally" at certain times, when it is at high
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temperature and under low pressure, yet nonideally at other times, whenthe
circumstances are reversed.

However, while for a given body of gas the conditions of near-ideal
behavior can be stated with considerable precision in terms ofjust a fewquanti­
tative parameters, the conditions under which a given individual will comevery
close to acting with conscious rationality can be indicated only vaguelyand
by means of a long, and open-ended, list of items which includesenvironmental
as well as physiological and psychological factors. Very broadly speaking,the
explanatory model concept of consciously rational action will be applicable
in those cases where the decision problem the agent seeks to solve is clearly
structured and permits of a relatively simple solution, where the agent is
sufficiently intelligent to find the solution, and where circumstances permit
careful deliberation free from disturbing influences.26

The idea of a consciously rational agent, with its very limited scopeof
application, does not offer the only way in which a model concept of rational
decision might be put to explanatory and predictive use. One interesting
alternative has been put forward in a study by Davidson, Suppes, and Siegel.27
These investigators present an empirical theory of human choice which is
modeled on the mathematical model of decision under risk and incorporates
the hypothesis that the choices made by human subjects will be rational in the
precise sense of maximizing expected utilities.

As might be anticipated, the rigorously quantitative character of the theory
has the price of limiting its applicability to decisions of a rather simple type,
which permit of strict experimental control. In the authors’ test of the theory,
the subjects had to make a series of decisions each of which called for a choice
between two options. Each option offeredtheprospect of either gainingaspecified
small amount of money orlosing some otherspecified small amount, depending
on the outcome of a certain random experiment, such as rolling a regular die
with peculiar markings on its faces. The random experiments, their possible
outcomes, and the corresponding gains or losseswere carefully describedto the
subject, who then made his choice.

The results of this experiment conformed quite well to the hypothesisthat
the subjeCts would choose the option with the greater expectedutility, where
the expected utility of an option is computed on the basis of theoretically
postulated suly'cctiucprobabilities and utilities which the different outcomes
have for the choosing individual. The theory proposed by the authors provides
an objective, if indirect, method for the simultaneous and independent measure­
ment of such subjective probabilities and utilitiesfor a given agent. Experimental

26. Cf. also the observations in Gibson (1960), pp. 165-68, which bear on this point.
27. Davidson. Suppes, and Siegel (1957).
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study shows that the subjective probability which a specified outcome possesses
for a given subject is not, in general, equal to its objective probability, even
though the subject may know the latter; nor are the subjective utilities pro­
portional to the corresponding monetary gains or losses. Indeed, a person
normally will be entirely unaware of the subjective probabilities and utilities
which, on the theory under consideration, the possible outcomes possessfor him.

Thus, as far as the theory is correct, it gives a quite peculiar twist to the
idea of rational action: though the subjects make their choices in clearly struc­
tured decision situations, with full opportunity for antecedent deliberation
and even calculation, they act rationally (in a precisely defined quantitative
sense) relative to subjective probabilities and utilities which they do not know,
and which, therefore, they cannot take into account in their deliberations. They
act rationally in the senseof acting as they were trying to maximize expected
utilities. Here, then, we seem to have a type of conscious decision which is
nonconsciouslyrational with quantitative precision.

10.3.6 The “Rationality” of Nondeliberativc Actions. Explanation by Unconscious
Motives.Many purposive actions are taken without prior consciousdeliberation,
without any calculation of means to be chosen toward the attainment of an
envisaged end; and yet such actions are often accounted for in terms of moti­
vating reasons. Dray, who specifically includes such accounts in the scope of
his analysis, argues that his conception of rational explanation is applicable to
any purposive action, on the ground that “in so far as we say an action is pur­
posive at all, no matter at what level of conscious deliberation, there is a cal­
culation which could be constructed for it: the one the agent would have gone
through if he had had time, if he had not seen what to do in a Hash,if he had
been called upon to account for what he did after the event, etc. And it is by
eliciting some such calculation that we explain the action”.23

But the explanatory significance of reasons or calculations constructed
in this manner is certainly puzzling. If an agent arrives at his decision “in a flash"
rather than by deliberation then it seems false to say that the decision can be
accounted for by some argument which the agent might have gone through
under more propitious circumstances, or which he might produce later if
calledupon to account for his action; for, by hypothesis, no such argument was
in fact gone through by the agent at the crucial time; considerations of appro­
priateness or rationality played no part in shaping his decision, and an ex­
planation in terms of such deliberations or calculations is simply fictitious.

Nevertheless I think Dray has a point in viewing some nondeliberativc

23. Dray (1957). p. 123.
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actions as akin to those which are decided upon by careful deliberation.For
"rational explanations” of such actions may be viewed as broadly dispositional
accounts invoking certain behavior patterns which the agent acquiredby a
learning process whose initial phases did involve conscious reflection and delib­
eration. Consider, for example, the complex set of maneuvers requiredin
driving a car through heavy traffic, in using a sewing machine, or in performing
a surgical operation: all these are learned by training processes which initially
involve more or less complex deliberation, but which eventually come to be
performed automatically, with little or no conscious reflection, yet oftenin a
manner that the agent would have chosen if he had given the matter adequate
thought. Accordingly, a particular action of this kind might be explained,not
by a constructed calculation which in fact the agent did not carry out, but by
exhibiting it as a manifestation of a general behavioral disposition which the
agent has learned in the manner just suggested.29

The attempt to explain a given action by means of motivating reasonsfaces
another well-known difficulty: it will frequently result in a rationalization
rather than an explanation, especially when it relies on the reasons adducedby
the agent himself. As G. Watson remarks, “Motivation, as presented in the
perspective of history, is often too simple and straightforward, reflectingthe
psychology of the Age of Reason. . . . Psychology has come . . . to recognize
the enormous weight of irrational and intimately personal impulsesin conduct­
In history, biography, and in autobiography, especially of public characters.
the tendency is strong to present ‘good’ reasons instead of ‘real’ reasons."30
Accordingly, as Watson goes on to point out, it is important, in examining
the motivation of historical figures, to take into account the significanceof such
psychological mechanisms as reaction formation, “the dialectic dynamic by
which stinginess cloaks itself in generosity, or rabid pacifism arises from the
attempt to repress strong aggressive impulses."31

Increasing awareness that actions may be prompted to a considerableextent
by motivating factors of which the agent is not conscious has prompted some
historians to place strong emphasis on a more systematic use of the ideasof
psychoanalysis or related depth-psychological theories in the context of his­

29. SchefHer (1963). pp. 115-16. has suggested in a similar fashion that an interpre­
tation in terms of learning may illuminate some types of teleological statements about
human behavior. On this point. see also the highly relevant article Suppes (1961);and
Gibson (1960), pp. 157-58, where a dispositional construal of nondcliberately rational acts
is presented.

30. Watson (1940), p. 36.
31. Ibid. For some suggestive observations from a psychoanalytic point of view on

the notion of “rationalization” in specifying the motives for an action, F. Alexander
(1940).
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torical explanation. W. L. Langer’s presidential address before the American
Historical Association in 1957,32is a forceful statement of and plea for, this
program.

Similar considerations have led some philosophical writers on motivation
to distinguish, in explanations of a person’s action, between "his reasons” for
doing what he did and “the reasons" or “the real reasons" for his action.33
In his illuminating study of historical explanation, Gardiner makes this ob­
servation on the latter notion: “In general, it appears safe to say that by a man's
‘real reasons' we mean those reasons he would be prepared to give under
circumstances where his confession would not entail adverse consequences to
himself. An exception to this is the psycho-analyst's usage of the expression
where different criteria are adopted."34 But if Gardiner is right in his character­
ization of what is ordinarily understood by a man’s real reasons for acting
the way he did, then surely the historian in search of reasons that will correctly
explain human actions will have to forego reliance on “real reasons" in the
ordinary sense if psychological and other investigations show that they do not
yield as adequate an understanding of human actions as does an interpretation
in terms of lessfamiliar conceptions, including perhaps a theory of subconscious
motivation. That such a reorientation is in fact needed has been strongly urged
by Langer: “Viewed in the light of modern depth psychology, the homespun,
commonsensepsychological interpretations of past historians, even some of the
greatest, seem woefully inadequate, not to say naive. Clearly the time has come
for us to reckon with a doctrine that strikes so close to the heart of our own

discipline."35
Asfor the notion of the “real reasons" for a given action, I would say then,

first, that psychological or historical explanation cannot be bound by the use
of that notion in everyday discourse. But secondly, I doubt that the character­
ization which Gardiner suggests in an expressly tentative fashion does full
justice even to what we mean in ordinary language when we speak of the
realreasonsthat prompted a given action. For the idea of subconscious motives
is quite familiar in our time, and we are therefore prepared to say in ordinary
discourse that the reasons given by an agent may not be the “real reasons"
behind his action, even if his statement is subjectively honest and he has no
grounds to expect adverse consequences. And no matter whether an expla­

32. Langer (1958). For observations in a similar vein, see chap. 3 of Hughes (1964) and
Mazlish'sIntroduction to the anthology, Mazlish (1963), which includes a number of speciEc
examples of psychoanalytically inspired interpretations of historical materials.

33. See. for example. Peters (1958), pp. 3-9 and passim.
34. Gardiner (1952). p. 136.
35. Langer (1958). p. 90. Peters (1958), p. 63, explicitly notes that an unconscious wish

might constitute "the reason" for a man's action.
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nation of human actions is attempted in ordinary language or in the technical
terms of some theory, the overriding criterion for what—if anything—should
count as a “real,” and thus explanatory, reason for a given action is surely
not to be found by examining the way in which the term “realreason’hasthus
far been used, but by investigating what conception of real reasonswould
yield the most satisfactory explanation of human conduct. Ordinary usage
gradually changes accordingly.

The logical structure of explanations in terms of subconsciousmotivesand
processes is again broadly dispositional in the sense we considered earlier:the
ascription of such motives amounts to attributing to the agent certainbroadly
dispositional characteristics, and the reference to subconscious mechanismsor
to psychodynamic processes reflects the assumption of laws or theoretical
principles involving those characteristics. To say this is not, however, to imply
that all psychoanalytic interpretations that have actually been offeredmeetthe
basic requirements for scientifically adequate dispositional explanations.In
fact, the empirical or operational criteria of application for psychoanalytic
concepts, and the theoretical principles in which these concepts function,are
often not nearly as clear as is desirable in the interest of objective applicability
and testability.“3 But it should not be forgotten that in this respectcommon­
sense motivational explanations, too, often leave much to be desired,andfur­
thermore, that efforts are being made to put psychoanalytic and similarcon­

ceptions into a methodologically more satisfactory form.

10.3.7 A Note on Causal Aspects quispositional Explanations. It is often held

that explanations in terms of motivating reasons, learned skills, personality
traits, and the like, being dispositional in character, are for this reasonnoncausal.
But this thesis seems to me misleading. For, first of all, as is shown by schemata

(9.1) and (9.5), a dispositional explanation invokes, in addition to the appro­
priate dispositional property M, also the presence of circumstances, sayS, in
which the property M will manifest itself by the symptom—say, behaviorof
the kind R—whose occurrence is to be explained. For example, the attribution

of venality to an agent will explain his having committed treason onlyin
conjunction with suitable further assumptions, such as that he was offereda
large bribe, which in virtue of his venal propensity led to the act in question.
Here the offer of a bribe, in analogy to the impact of the stone in (9.1),may
be said, in everyday parlance, to have caused the explanandum event. Dispo­
sitional explanations of this kind, therefore, cannot be said to be noncausal

36. On this point. see, for example, the critique presented in Nagel (1959);and also
the critique and the defense of psychoanalytic conceptions in various other essaysincluded
in Hook (1959).
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To be sure, possession of the dispositional property M would not ordinarily
count as a cause: but then, the possession of M alone does not explain the given
event.

Thus when Gardiner remarks that an explanation of the form ‘3: did y
becausehe wanted 2’ does not refer to a causal relation between two events,”
he is right in the sense that the statement ‘x wanted 2' does not describe an
event, but ascribes to x a broadly dispositional property. But a because-sentence
of the specified form surely affords an explanation only on the further assump­
tion that x was in circumstances in which, at least by his lights, doing y could
be expected to lead to z; and when supplemented by this further statement, the
account takes on the form (9.5),which cannot be said to be noncausal. Gardiner's
insistence that “motivational explanations . . . are not causal at all"” may
serve a good purpose in cautioning—as it is intended to do—against the con­
ception of motives as ghostly causesof overt behavior, and against the notion
that “in history we have to do with a world of ‘mental agencies’,mysteriously
lying behind the world of physical bodies and actions, separate from it and yet
controlling it";39 but it runs the risk of obscuring the close similarities here
noted between motivational explanations and certain other accounts generally
considered as causal.‘o

11. CONCLUDING REMARKS

At the beginning of this essaywe contrasted reason-seeking and explanation­
seeking why-questions. The former solicit grounds that will make empirical

37. Gardiner (1952), p. 124.
38. Gardiner (1952), pp. 133-34. Cf. also Ryle's view that "to explain an action as done

from a specified motive or inclination is not to describe the action as the effect of a speci­
fied cause. Motives are not happenings and are not therefore of the right type to be causes."
(1949, p. 113).

39. Gardiner (1952), p. 51.
40. In this context, see also the suggestive discussion of dispositions, reasons, and causes in

Dray (1957), pp. 150—55.In contrast to the view that “only events and processes can be causes"
(p. 151), Dray holds that a dispositional characteristic “is a type of ‘standing condition';
and standing conditions, as well as precipitating ones, can be causes." (p. 152). The thesis that
explanation by reasons is “a species of ordinary causal explanation" is interestingly argued,
on rather ditTerentgrounds than those here presented, in Davidson (1963),where also a number
of further objections are examined. It should also be bornein mind that the everyday concep­
tion of causal explanation is rather narrow and vague and that at least in physics it has been
replaced by the more general and precise conception of an explanation by means of a deter­
minisrictheory. It is illustrated by the case, considered in section 2, of the Newtonian theory
of motion and of gravitation: given the "state" of a closed system of point massesat some time,
the theory determines the state of the system at any other time and thus permits the expla­
nationof a particular state of the system by reference to an earlier one. The terms of the causal
relation consist here. not in events, but in momentary states of the system, as represented
by the masses,positions, and velocities of the constituent particles at the moment in question.
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statements credible; the latter solicit information that will explain empirical
facts and thus render them intelligible.Our main concern has been to examine
the ways in which science answers why—questions of the latter type and to
characterize the kind of understanding it thereby affords.

We noted that scientific explanation is not aimed at creating a senseof
familiarity with the explanandum; “reduction to the familiar" is at bestan
incidental aspect of it. The understanding it conveys lies rather in the insight
that the explanandum fits into, or can be subsumed under, a systemof uni­
formities represented by empirical laws or theoretical principles. Depending
on the logical character of the uniformities, such subsumption will be deductive
or inductive in a sense which our two basic models are intended to make

explicit.
I would like to stress here once more that there are profound logicaldiffer­

ences between those two modes of explanation. Not that in a statisticalaccount
the explanandum sentence is qualified by a modal clause such as ‘probably'
or ‘almost certainly’; the explanandum is a nonmodal sentence in probabilistic
no less than in deductive-nomological explanation and prediction. But in
inductive-statistical explanation in contrast to its deductive counterpart, the
explanans makes the explanandum only more or less probable and doesnot
imply it with deductive certainty. Another difference, which so far doesnot
seem to have received attention, lies in what I called the epistemic relativity
of probabilistic explanation, i.e., the fact that we can significantly speak0fa
probabilistic explanation, even a potential one, only relative to some classK
of statements representing a particular knowledge situation. The conceptof
deductive-nomological explanation requires no such relativization.

The explanatory role of presumptive laws and theoretical principleswas
illustrated and made explicit by an analysis of various kinds of explanation
offered in different fields of empirical science. That survey does not claim
completeness; it could have been expanded by examining the explanatoryuse
of typological concepts and theories, of functional analysis, of psychoanalytic
ideas, and so forth.1

The central theme of this essay has been, briefly, that all scientific expla­
nation involves, explicitly or by implication, a subsumption of its subjectmatter
under general regularities; that it seeks to provide a systematic understanding
of empirical phenomena by showing that they fit into a nomic nexus. This
construal, which has been set forth in detail in the preceding sections, does

1. The first two of these further topics are dealt with in two other essaysin this volume:
"Typological Methods in the Natural and the Social Sciences” and “The Logic of Func­
tional Analysis." An interesting and useful collection of explanatory accounts from physics,
biology, psychology, and history is offered in Kahl (1963).
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not claim simply to be descriptive of the explanations actually offered in
empirical science; for—to mention but one reason—there is no sufficiently
clear generally accepted understanding as to what counts as a scientific ex­
planation. The construal here set forth is, rather, in the nature of an explication,
which is intended to replace a familiar but vague and ambiguous notion by a
more precisely characterized and systematically fruitful and illuminating one.
Actually, our explicatory analysis has not even led to a full definition of a

precise “explicatum”-concept of scientific explanation; it purports only to
make explicit some especially important aspects of such a concept.2

Like any other explication, the construal here put forward has to be justified
by appropriate arguments. In our case, these have to show that the proposed
construal docs justice to such accounts as are generally agreed to be instances
of scientific explanation, and that it affords a basis for a systematically fruitful
logical and methodological analysis of the explanatory procedures used in
empirical science. It is hoped that the arguments presented in this essay have
achieved that objective.
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causal, 249, 300—301, 347—52
circularity, 276, 373
complete, 233, 416—17, 421—23
"by concept,” 237, 45 3—57
condition of adequacy, 367—68,374
deductive-statistical, 380—81
deductivemomological (D-N), 174, 232—
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predictive import, 314—19
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general system theory, 440
h o o o
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Import. empirical (experiential),- , , see si ­
m cance. empirical 8
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rules of, 53—79,passim .

inductive inconsistency, see inconsistency,
inductive

inductive inference, 5, 53 ff
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l 32
interpretation (of theories or theoreticalex­
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interpretative sentence, 184, 187, 188
interpretative system, 130—33,208—10
irrevocably accepted statements, 43—45,94­

96
isolated sentence, 114—16
isomorphism

syntactic, between laws, 436
nomic, between model and modeledphe­

nomena, 435—40

judgment of value
absolute (categorical), 85

not testable, 85—86
open to change, 96

relative (instrumental), 84—85
testability of, 85

Laplace's demon, 88
law, 231, 232, 264—70

of coexistence, 352
derivative, 267, 291-92
fundamental, 267—69
historical, specifically, 242-43
as inference rule, 354—59
as ground for explanation, 359-64
statistical, 175, 301, 376-78
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universal, 175, 176, 302, 338-39 ’

lawlilte sentence (statement): an5
sense, 70, 71, 265—70, 292—93, 338

and counterfactual conditional!»339
derivative, 272
fundamental, 272
number of instances, 340-41
and projectability, 342—43
reference to particulars, 268, 292. 342

law-like sentence (Ryle's sense), 458
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maximalspecificity, requirement of, 399­
400

maximaxrule, 467
maximin rule, 467
maximizingestimated utility, rule of, 74,

75, 90, 466
meaning

empirical, 101, 112
empiricistcriterion of, 102
logical, 101

meaningfulness,see significance
minimalsentence, 280
minimax rule, 75
model

analogical,434-41
theoretical, 445—47

Niood'scriterion, see confirmation

observable(thing, event, attribute), 22, 177
directlyobservable, 23, 127

observationreport, 22, 23, 35
irrevocability, 43—45, 94, 95

observationsentence, 22, 23, 24, 102, 103,
104

observationalterm, 127, 178
observationalvocabulary, 22, 23, 127
Olbers' paradox, 430—31
operationalanalysis, 124
operational definition, 110, 114, 123—33,

141—44
and inductive risk, 124, 126. 132
and medical diagnosis, 141, 142
and “reliability” of concepts, 142, 144,

145
in taxonomy of mental disorders, 144,

146
Operationism, 101, 109, 123—33, 187
overdetermination,explanatory, 413-20

Paradoxesof conErmation, see confirmation
POStdiction(retrodiction), 173, 174, 303,

304
Predicate,purely qualitative, 268—70,271
Prediction

cleductive-nomological, 174, 234, 249,
366

inductive-statistical, 175—77, 395—96,
406

illductive without laws, 375—76
and quasi-induction, 29, 21s
recIlliringassumptions on boundary con­

ditions, 315, 366, 410 .
manta] identity with explanation,234,

249, 367—76,406-409
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predictive power, 278
presuppositions, valuational, of science, 90,

91, 92
principle of action, 470

probability, inductive, see probability, logi­ca

probability, logical (inductive), 60, 282,
287, 385, 389—90

associated with an I-S explanation, 390
as a relational concept, 60, 63

probability, statistical, 54, 386—88
frequency interpretation of, 54, 387

‘probably'
as modal qualifier, 61, 62, 382
as relational term, 60—62,382—84

pseudo-explanation, 241, 433
psychoanalytic explanation, see explanation

in psychoanalysis

quasi-syllogism, 54, 55, 58, 59

radioactive decay, 392, 398—99
Ramsey-sentence, 216, 220, 222
range (of a sentence), 283

measure of, 28S
relation to content measure, 286

rational belief, 73, 78, 464—65
rational decision (and action), 88-90, 463—

87
and categorical valuation, 88, 89, 90
mathematical theory of, 74, 89, 466
rules of, 73, 74, 89, 466—69

rationality
descriptive-explanatory concept, 469, 472
as broadly dispositional, 472, 473
normative-critical concept, 463-69

reduction sentence, 109
analyticity of, 115
bilateral, 109, 188
and operational definition, 110, 129, 187
as partial definition, 110, 114

retrodiction, see postdiction

self-explanation, 274—76
self-regulation, 317, 325-27
significance \(import, meaningfulness) of

sentences
cognitive, 101, 102, 105

criteria of, 102, 104, 106
empirical, 9, 101, 103

confirmability criterion, 106
falsiEability criterion, 106
testability criterion, 107
veriEability criterion, 103

logical, 101
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significance of terms
cognitive, 108
empirical, 108, 123

criteria, 109—12
definability criterion, 109
as admitting of degrees, 131-32
in operationism, 123—25
reducibility criterion, 110

significance (cognitive) of interpreted theo­
retical systems, 113-18

criteria, 114, 116
as admitting of degrees, 117

state description, 282
statistical probability statement, 175; see

also probability
statistical syllogism, see syllogism
syllogism

broadly statistical, '55
statistical, 54, 55, S9

symptom sentence, 460—61
systematic fruitfulness, see systematic im­

port
systematic import (of concepts), 146—49,

156—5 7

systematicpower (of a theory), 278-87
formal definition, 281

systematization
deductive, 174
inductive, 176

taxonomy, 137—54,passim
teleology, see explanation, teleological
test (of a hypothesis)

direct, 83
indirect, 83
question of irrevocable basis, 94—96

testability, 3
in principle, 3, 103
theoretical, 3, 9

testability criterion of (empirical) meaning:
101, 107

theoretical concept (see also theoretical
construct)

as “open,” 189
theoretical construct, 110, 111

function of, 116
theoretical (hypothetical) entities, 177

existence of, 219, 220
theoretical term, 178—82

rnap's characterization, 195

definglaigityby observational terms, 189­
functional re 1 ' 'p aceabili b '

te s, 2] 17 t)’ y observational
meaning of, 217-22

t eoretician's dilemma, 186

INDEX OF SUBJECTS

theory
axiomatization, 111
interpretation, 111, 112, 130—33, 184,

185
structure, 182—83
truth of, 217

thought-eXperiment, see experiment-in­
imagination

total evidence, requirement of, 64, 67, 72.
397

application, 66, 67
justification of, 65, 66
satisfied by all deductive arguments, 65,

420—21
truth

vs. confirmation, 42
vs. probability, 63
of theories, 217

type, 155-71, passim
classificatory, 156—57
extreme, 157—59
ideal, 160—71,passim
as ordering concept, 159

typological systems, 147; see also type
and comparative (ordering) concepts:

1 52—5 3

understanding
empathic, 161, 163, 239, 257—58
scientific (theoretical), 161, 1171,240v

257, 329
uniformity of nature, principle of, 69. 70
uniqueness of events, 163, 253, 422—23
utility

and decision rules, 74, 89, 90
purely scientific (or epistemic), 76-78

valuation, moral; see also judgmel"t 0f value
as “presupposed” by science,5“ Pres“?

positions, valuational
relevance of science to, 93, 94
ultimate basis, 96

veriliability, 39
absolute (definitive), 43, 45
complete (conclusive), 104; 198
relative, 40
in principle, 103, 104, 198

verification
conclusive, 4, 39
relative, 40
absolute (definitive), 40

vital force, see entelechy

why-questions
explanation-seeking, 334, 368, 487. 488
reason-seeking (epistemic), 335. 363»

487, 488
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