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PREFACE

THE ESSAYS gathered in this volume address themselves to one or another
of four major topics in the philosophy of science, and have accordingly
been grouped under the headings “Confirmation, Induction, and Rational
Belief,” “Conceptions of Cognitive Significance,” “Structure and Function
of Scientific Concepts and Theories,” and “Scientific Explanation.”

All but one of the pieces are revised versions of articles that have previously
appeared in print, as indicated in the footnotes on their origins. The longest
of the essays, from which this collection takes its title, was specifically written
for this volume. It presents a self-contained study of scientific explanation,
including a reexamination of the concept of explanation by covering laws as
it had been partially developed in two earlier essays, which are here reprinted
as items 9 and 10. The title essay also deals in some detail with explanation by
statistical laws, a subject that had received only brief consideration in those
carlier articles. The analysis of statistical explanation here presented differs in
important respects from a previous study of the subject, published in 1962,
which is listed in the bibliography but not included in this volume.

Though articles 9 and 10 slightly overlap the title essay, they have been
reprinted here because they have been widely discussed in the recent literature
on explanation, so that it scemed worthwhile to make them available for
reference; and because most of the substance of thosc articles is not included
in the title essay.

While I still regard the central idcas of the reprinted essays as basically
sound, I have naturally changed my vicws on various points of dctail. Where
it scemed appropriate, such changes have been indicated in footnotes marked
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“Added in 1964” or in the Postscripts by which I have supplemented three of
the articles. Stylistic changes, deletions of passages that did not advance the
argument, and corrections of minor errors have been effected without special
notice.

In the Postscripts just mentioned, I have also commented on some recent
developments in the philosophical analysis of the central problems, and I have
added some afterthoughts of my own. But I have not attcmpted to bring the
bibliographies of all the reprinted articles up to date, since merely to list more
recent publications without discussing their contents would have been pointless.

As I 'have tried to make clear at appropriate places in these essays and in the
added notes and Postscripts, I have greatly benefitted from the work of others,
from discussions and criticisms of my writings that have appeared in print,
and from personal exchanges of ideas with friends, colleagues, and students: to
all these intellectual benefactors I am grateful.

Several of these essays were written during summer months in air-con-
ditioned seclusion at the house of my old friends Paul and Gabrielle Oppenheim
in Princcton. To Paul Oppenheim, with whom I have discussed philosophical
questions for many a year, I am grateful also for letting me reprint here one of
the articles we wrote jointly. Work on some of the other essays was done
during a year as Fulbright Research Fellow in Oxford, 1959-60. Finally, a
sabbatical leave from Princeton University in conjunction with a Fellowship
for 1963-64 at that scholarly haven, the Center for Advanced Study in the
Behavioral Sciences, enabled me to write the title essay and to revise the
earlier articles for republication.

I am much indebted to the editors and publishers who permitted me to
reprint the articles and excerpts reproduced in this volume.

I gratefully dedicate this book to my wife; her sympathetic encouragement
and unfaltering support would have deserved a better offering.

C. G. H.
Stanford, California,

June, 1964



CONTENTS

Preface vii

. CONFIRMATION, INDUCTION, AND RATIONAL BELIEF 1

/1. Studies in the Logic of Confirmation 3

Postscript (1964) on Confirmation 47

2. Inductive Inconsistencics 53

3. Science and Human Values 81

Il. CONCEPTIONS OF COGNITIVE SIGNIFICANCE 99
4. Empiricist Criteria of Cogpnitive Significance: Problems

and Changes 101

Postscript (1964) on Cognitive Significance 120

5. A Logical Appraisal of Operationism 123

lI. STRUCTURE AND FUNCTION OF SCIENTIFIC CONCEPTS

AND THEORIES 135

6. Fundamentals of Taxonomy 137

7. Typological Methods in the Natural and the Social Sciences 155
/8. The Theoretician’s Dilemma: A Study in the Logic of Theory

Construction 173

IV. SCIENTIFIC EXPLANATION 229

9. The Function of General Laws in History 231

10. Studics in the Logic of Explanation 245

Postscript (1964) to Studics in the Logic of Explanation 291

11. The Logic of Functional Analysis 297

12. Aspects of Scicntific Explanation kX)|

Index 497
[wii]






CONFIRMATION, INDUCTION,

AND RATIONAL BELIEF






1. STUDIES IN THE LOGIC

OF CONFIRMATION

1. OBJECTIVE OF THE STUDY?!

THE DEFINING characteristic of an empirical statement is its capability
of being tested by a confrontation with experiential findings, i.e. with
the results of suitable experiments or focused observations. This feature dis-
tinguishes statements which have empirical content both from the statements
of the formal sciences, logic and mathematics, which require no experiential
test for their validation, and from the formulations of transempirical meta-
physics, which admit of none.

The testability here referred to has to be understood in the comprehensive
sense of “testability in principle” or “theoretical testability”; many empirical
statements, for practical reasons, cannotactually be testednow. Tocall astatement
of thiskind testablein principle meansthat it is possible tostate just what experien-
tial findings, if they were actually obtained, would constitute favorable evidence

1. The present analysis of confirmation was to a large extent suggested and stimulated by
a cooperative study of certain more general problems which were raised by Dr. Paul Oppen-
heim, and which I have been investigating with him for several years. These problems concern
the form and the function of scientific laws and the comparative methodology of the different
branches of empirical science.

In my study of the logical aspects of confirmation, I have benefited greatly by discussions
with Professor R. Carnap, Professor A. Tarski, and particularly Dr. Nelson Goodman, to
whom I am indebted for several valuable suggestions which will be indicated subsequently.

A detailed exposition of the more technical aspects of the analysis of confirmation presented
in this essay is included in my article ‘A Purely Syntactical Definition of Confirmation,’
The Journal of Symbolic Logic, vol. 8 (1943).

This article is reprinted, with some changes, by kind permission of the editor of Mind, where
it appeared in volume 54, pp. 1-26 and 97-121 (1945).
(3]
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for it, and what findings or *“data,” as we shall say for brevity, would constitute
unfavorable evidence; in other words, a statement is called testable in principle
if it is possible to describe the kind of data which would confirm or disconfirm it.

The concepts of confirmation and of disconfirmation as here understood
are clearly more comprehensive than those of conclusive verification and falsi-
fication. Thus, e.g., no finite amount of experiential evidence can conclusively
verify a hypothesis expressing a general law such as the law of gravitation, which
covers an infinity of potential instances, many of which belong either to the
as yet inaccessible future or to the irretrievable past; but a finite set of relevant
data may well be “‘in accord with” the hypothesis and thus constitute confirming
evidence for it. Similarly, an existential hypothesis, asserting, say, the existence
of an as yet unknown chemical element with certain specified characteristics,
cannot be conclusively proved false by a finite amount of evidence which fails
to “bear out” the hypothesis; but such unfavorable data may, under certain
conditions, be considered as weakening the hypothesis in question, or as con-
stituting disconfirming evidence for it.2

While, in the practice of scientific research, judgments as to the confirming
or disconfirming character of experiential data obtained in the test of a hypothesis
are often made without hesitation and with a wide consensus of opinion, it can
hardly be said that these judgments are based on an explicit theory providing
general criteria of confirmation and of disconfirmation. In this respect, the
situation is comparable to the manner in which deductive inferences are carried
out in the practice of scientific research: this, too, is often done without reference
to an explicitly stated system of rules of logical inference. But while criteria of
valid deduction can be and have been supplied by formal logic, no satisfactory
theory providing general criteria of confirmation and disconfirmation appears
to be available so far.

In the present essay, an attempt will be made to provide the elements of a
theory of this kind. After a brief survey of the significance and the present status
of the problem, I propose to present a detailed critical analysis of some common
conceptions of confirmation and disconfirmation and then to construct explicit
definitions for these concepts and to formulate some basic principles of what
might be called the logic of confirmation.

2. SIGNIFICANCE AND PRESENT STATUS OF THE PROBLEM

The establishment of a gencral theory of confirmation may well be regarded
as one of the most urgent desiderata of the present methodology of empirical
science. Indeed, it seems that a precise analysis of the concept of confirmation is

2. This point as well as the possibility of conclusive verification and conclusive falsification
will be discussed in some detail in section 10 of the present paper.
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anecessary condition for an adequate solution of various fundamental problems
concerning the logical structure of scientific procedure. Let us briefly survey
the most outstanding of these problems.

() In the discussion of scientific method, the concept of relevant evidence
plays an important part. And while certain inductivist accounts of scientific
procedure seem to assume that relevant evidence, or relevant data, can be col-
lected in the context of an inquiry prior to the formulation of any hypothesis,
it should be. clear upon brief reflection that relevance is a relative concept;
experiential data can be said to be relevant or irrelevant only with respect to a
given hypothesis; and it is the hypothesis which determines what kind of data
or evidence are relevant for it. Indeed, an empirical finding is relevant for a
hypothesis if and only if it constitutes either favorable or unfavorable evidence
for it; in other words, if it either confirms or disconfirms the hypothesis. Thus,
a precise definition of relevance presupposcs an analysis of confirmation and
disconfirmation.

(5) A closely related concept is that of instance of a hypothesis. The so-called
method of inductive inference is usually presented as proceeding from specific
cases to a general hypothesis of which each of the special cases is an “instance”’
in the sense that it conforms to the general hypothesis in question, and thus con-
stitutes confirming evidence for it.

Thus, any discussion of induction which refers to the establishment of general
hypotheses on the strength of particular instances is fraught with all those logical
difficulties—soon to be expounded—which beset the concept of confirmation.
A precise analysis of this concept is, thercfore, a necessary condition for a clear
statement of the issues involved in the problem complex of induction and of the
ideas suggested for their solution—no matter what their theoretical merits or
demerits may be.

(c) Another issue customarily connected with the study of scientific method
is the quest for “rules of induction.”” Generally speaking, such rules would erable
us to infer, from a given set of data, that hypothesis or generalization which
accounts best for all the particular data in the given set. But this construal of the
problem involves a misconception: While the process of invention by which
scientific discoveries are made is as a rule psychologically guided and stimulated by
antecedent knowledge of specific facts, its results are not logically determined by
them; the way in which scientific hypotheses or theories are discovered cannot
be mirrored in a set of general rules of inductive inference.® One of the crucial

3. See the lucid presentation of this point in Karl Popper’s Logik der Forschung (Wien, 1935),
esp. sections 1, 2, 3, and 25, 26, 27; ¢f. also Albert Einstein’s remarks in his lecture On the Method
of Theoretical Physics (Oxford, 1933), 11, 12. Also of interest in this context is the critical dis-
cussion of induction by H. Feigl in “The Logical Character of the Principle of Induction,”
Philosophy of Science, vol. 1 (1934).
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considerations which lead to this conclusion is the following: Take a scientific
theory such as the atomic theory of matter. The evidence on which it rests may
be described in terms referring to directly observable phenomena, namely to
certain macroscopic aspects of the various experimental and observational data
which are relevant to the theory. On the other hand, the theory itself contains a
large number of highly abstract, nonobservational terms such as ‘atom’,
‘electron’, ‘nucleus’, ‘dissociation’, ‘valence’ and others, none of which figures
in the description of the observational data. An adequate rule of induction would
therefore have to provide, for this and for every other conceivable case, mech-
anically applicable criteria determining unambiguously, and without any
reliance on the inventiveness or additional scientific knowledge of its user, all
those new abstract concepts which need to be created for the formulation of the
theory that will account for the given evidence. Clearly, this requirement cannot
be satisfied by any set of rules, however ingeniously devised; there can be no
general rules of induction in the above sense; the demand for them rests on a
confusion of logical and psychological issues. What determines the soundness of
a hypothesis is not the way it is arrived at (it may even have been suggested by
a dream or a hallucination), but the way it stands up when tested, i.e. when
confronted with relevant observational data. Accordingly, the quest for rules
of induction in the original sense of canons of scientific discovery has to be
replaced, in the logic of science, by the quest for general objective criteria
determining (A) whether, and—if possible—even (B) to what degree, a hypo-
thesis H may be said to be corroborated by a given body of evidence E. This
approach differs essentially from the inductivist conception of the problem in
that it presupposes not only E, but also H as given, and then seeks to determine
a certain logical relationship between them. The two parts of this latter problem
can be related in somewhat more precise terms as follows:

(A) To give precise definitions of the two nonquantitative relational con-
cepts of confirmation and of disconfirmation; i.e. to define the meaning of the
phrases ‘E confirms H’ and ‘E disconfirms H'. (When E neither confirms nor
disconfirms H, we shall say that E is neutral, or irrelevant, with respect to H.)

(B) (1) To lay down criteria defining a metrical concept “degree of con-
firmation of H with respect to E,” whose values are real numbers; or, failing this,

(2) To lay down criteria defining two relational concepts, “more
highly confirmed than ’and “equally well confirmed as,” which make possible
a nonmetrical comparison of hypotheses (each with a body of evidence assigned
to it) with respect to the extent of their confirmation.

Interestingly, problem B has received much more attention in methodological
research than problem A; in particular, the various theories of the so-called
probability of hypotheses may be regarded as concerning this problem complex;
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we have here adopted* the more neutral term’ degree of confirmation’ instead
of ‘probability’ because the latter is used in science in a definite technical sense
involving reference to the relative frequency of the occurrence of a given event in
asequence, and it is at least an open question whether the degree of confirmation
of a hypothesis can generally be defined as a probability in this statistical sense.
The theories dealing with the probability of hypotheses fall into two main
groups: the “logical” theories construe probability as a logical relation between
sentences (or propositions; it is not always clear which is meant);® the ““statistical”
theories interpret the probability of a hypothesis in substance as the limit of the
relative frequency of its confirming instances among all relevant cases.® Now
itis a remarkable fact that none of the theories of the first type which have been
developed so far provides an explicit general definition of the probability (or
degree of confirmation) of a hypothesis H with respect to a body of evidence E;
they all limit themselves essentially to the construction of an uninterpreted
postulational system of logical probability.” For this reason, these theories fail
to provide a complete solution of problem B. The statistical approach, on the
other hand, would, if successful, provide an explicit numerical definition of the
degree of confirmation of a hypothesis; this definition would be formulated in
terms of the numbers of confirming and disconfirming instances for H which
constitute the body of evidence E. Thus, a necessary condition for an adequate
interpretation of degrees of confirmation as statistical probabilities is the estab-
lishment of precise criteria of confirmation and disconfirmation; in other
words, the solution of problem A.

4. Following R. Carnap’s use in “Testability and Meaning,” Philosophy of Science, Vols.
3(1936) and 4 (1937); esp. section 3 (in Vol. 3).

5. This group includes the work of such writers as Janina Hosiasson-Lindenbaum [df. for
instance, her article “Induction ct analogie: Comparaison de leur fondement,”, Mind, Vol. 50
(1941)], H.Jeffreys, J. M. Keyncs, B.O. Koopman, J. Nicod, St. Mazurkiewicz, and F. Waismann.
For a brief discussion of this conception of probability, see Ernest Nagel, Principles of the Theory
of Probability (International Encyclopedia of United Science, Vol. I, no. 6, Chicago, 1939),
esp. sections 6 and 8.

6. The chief proponent of this view is Hans Reichenbach;; f. especially ““ UeberInduktion und

Wahrscheinlichkeit,” Erkenntnis, vol. 5 (1935), and Experience and Prediction (Chicago, 1938),
Chap. V.

7. (Added in 1964.) Since this article was written, R. Carnap has developed a theory of
inductive logic which, for formalized languages of certain types, makes it possible explicitly to
define—without use of the qualitative notion of confirming instance—a quantitative concept
of degree of confirmation which has the formal characteristics of a probability ; Carnap refers to
it as inductive, or logical, probability. For details, see especially R. Carnap, “On Inductive
Logic,” Philosophy of Science, vol. 12 (1945); Logical Foundations of Probability (Chicago, 1950,
2nd ed., 1962); The Contimum of Inductive Methods (Chicago, 1952); “The Aim of Inductive
Logic™ in E. Nagel, P. Suppes, and A. Tarski, eds., Logic, Methodology, and Philosophy of Science.
Proceedings of the 1960 International Congress (Stanford, 1962).
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However, despite their great ingenuity and suggestiveness, the attempts
which have been made so far to formulate a precise statistical definition of the
degree of confirmation of a hypothesis seem open to certain objections,? and
several authors® have expressed doubts as to the possibility of defining the degree
of confirmation of a hypothesis as a metrical magnitude, though some of them
consider it as possible, under certain conditions, to solve at least the less exacting
problem B (2), i.e. to establish standards of nonmetrical comparison between
hypotheses with respect to the extent of their confirmation. An adequate com-
parison of this kind might have to take into account a variety of different factors;'°
but again the numbers of the confirming and of the disconfirming instances
which the given evidence includes will be among the most important of those
factors.

Thus, of the two problems, A and B, the former appears to be the more
basic one, first, because it does not presuppose the possibility of defining numerical
degrees of confirmation or of comparing different hypotheses as to the extent of
their confirmation; and second because our considerations indicate that any
attempt to solve problem B—unless it is to remain in the stage of an axiomatized
system without interpretation—is likely to require a precise definition of the
concepts of confirming and disconfirming instance of a hypothesis before it
can proceed to define numerical degrees of confirmation, or to lay down non-
metrical standards of comparison.

(d) It is now clear that an analysis of confirmation is of fundamental impor-
tance also for the study of a central problem of epistemology, namely, the elab-
oration of standards of rational belicf or of criteria of warranted assertibility.
In the methodology of empirical science this problem is usually phrased as
concerning the rules governing the test and the subsequent acceptance or re-
jection of empirical hypotheses on the basis of experimental or observational
findings, while in its epistemological version the issue is often formulated as
concerning the validation of belicfs by reference to perceptions, sense data, or
the like. But no matter how the final empirical evidence is construed and in what
terms it is accordingly cxpressed, the theoretical problem remains the same: to

8. Cf.Karl Popper, Logik der Forschung (Wien, 1935), section 80; Ernest Nagel, L.c., section 8,
and “Probability and thc Theory of Knowledge,” Philosophy of Scietce, vol. 6 (1939); C. G.
Hernpel, “Le probléme de la vérité,” Theoria (Goteborg), vol. 3 (1937), section 5, and *“On the
Logical Form of Probability Statements,” Erkenntnis, Vol. 7 (1937-38), esp. section 5. Cf. also
Morton White, “Probability and Confirmation,” The Journal of Philosophy, Vol. 36 (1939).

9. See, for cxample, J. M. Keynes, A Treatise on Probability (London, 1929), esp. Chap. III';
Ernest Nagel, Principles of the Theory of Probability, esp. p. 70; compare also the somewhat
less definitcly skeptical statement by Carnap, Lc. (note 4) section 3, p. 427.

10. See cspecially the survey of such factors given by Ernest Nagel in Principles of the
Theory of Probability, pp. 66-73.
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characterize, in precise and general terms, the conditions under which a body
of evidence can be said to confirm, or to disconfirm, a hypothesis of empirical
character; and that is again our problem A.

() The same problem arises when one attempts to give a precise statement of
the empiricist and operationalist criteria for the empirical meaningfulness of a
sentence; these criteria, as is well known, are formulated by reference to the
theoretical testability of the sentence by means of experiential evidence,! and
the concept of theoretical testability, as was pointed out earlier, is closely related
to the concepts of confirmation and disconfirmation.’

Considering the great importance of the concept of confirmation, it is
surprising that no systematic theory of the nonquantitative relation of confirm-
ation seems to have been developed so far. Perhaps this fact reflects the tacit
assumption that the concepts of confirmation and of disconfirmation have a
sufficiently clear meaning to make explicit definitions unnecessary or at least
comparatively trivial. And indeed, as will be shown below, there are certain
features which are rather generally associated with the intuitive notion of con-
firming evidence, and which, at first, scem well suited to serve as defining
characteristics of confirmation. Closer examination will reveal the defimitions
thus obtainable to be seriously deficient and will make it clear that an adequate
definition of confirmation involves considerable difficulties.

Now the very existence of such difficulties suggests the question whether
the problem we are considering docs not rest on a false assumption: Perhaps
there are no objective criteria of confirmation; perhaps the decision as to whether
a given hypothesis is acceptablein the lightof a givenbody of evidenceisno more
subject to rational, objective rules than is the process of inventing a scientific
hypothesis or theory; perhaps, in the last analysis, it is a “sense of evidence,” or
a feeling of plausibility in view of the rclevant data, which ultimately decides
whether a hypothesis is scientifically acceptable.’® This view is comparable to
the opinion that the validity of a mathematical proof or of a logical argument has
to be judged ultimately by reference to a fecling of soundness or convincingness;
and both theses have to be rejected on analogous grounds: they involve a con-

11. Cf, for example, A. J. Ayer, Language, Truth and Logic (London and New York, 1936),
Ch.I;R. Carnap, “Testability and Meaning,” sections 1,2,3; H. Feigl, “Logical Empiricism” (in
Twentieth Century Philosophy, ed. by Dagobert D. Runes, New York, 1943); P.W. Bridgman,
The Logic of Modern Physics (New York, 1928).

12. It should be noted, however, that in his essay ““Testability and Meaning,” R. Carnap
has constructed definitions of testability and confirmability which avoid reference to the concept
of confirming and of disconfirming cvidence; in fact, no proposal for the definition of these
latter concepts is made in that study.

13. A view of this kind has been expressed, for example, by M. Mandelbaum in **Causal
Analysesin History,”” Journal of the History of Ideas, Vol. 3 (1942) ; f. esp. pp. 46-47.
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fusion of logicaland psychological considerations. Clearly, the occurrence or non-
occurrence of a feeling of conviction upon the presentation of grounds for an
assertion is a subjective matter which varies from person to person, and with
the same person in the course of time; it is often deceptive and can certainly
serve neither as a necessary nor as a sufficient condition for the soundness of the
given assertion. A rational reconstruction of the standards of scientific validation
cannot, therefore, involve reference to a sense of evidence; it has to be based on
objective criteria. In fact, it seems reasonable to require that the criteria of em-
pirical confirination, besides being objective in character, should contain no
reference to the specific subject matter of the hypothesis or of the evidence in
question; it ought to be possible, one feels, to set up purely formal criteria of
confirmation in a manner similar to that in which deductive logic provides
purely formal criteria for the validity of deductive inference.

With this goal in mind, we now turn to a study of the nonquantitative concept
of confirmation. We shall begin by examining some current conceptions of
confirmation and exhibiting their logical and methodological inadequacies; in
the course of this analysis, we shall develop a set of conditions for the adequacy
of any proposed definition of confirmation; and finally, we shall construct a
definition of confirmation which satisfics those general standards of adequacy.

3. NICOD’S CRITERION OF CONFIRMATION AND ITS SHORT-
COMINGS

We consider first a conception of confirmation which underlies many recent
studies of induction and of scientific method. A very explicit statement of this
conception has been given by Jean Nicod in the following passage: “Consider
the formula or the law: A entails B. How can a particular proposition, or more
briefly, a fact, affect its probability If this fact consists of the presence of B in a
case of A, it is favorable to the law ‘A entails B'; on the contrary, if it consists of
the absence of B in a casc of A, it is unfavorable to this law. It is conceivable that
we have here the only two direct modes in which a fact can influence the prob-
ability of a law. . . . Thus, the entire influence of particular truths or facts on the
probability of universal propositions or laws would operate by means of these
two elementary relations which we shall call confirmation and invalidation.” 1
Note that the applicability of this criterion is restricted to hypotheses of the form
‘A entails B'. Any hypothesis H of this kind may be expressed in the notation

14. See Popper’s statement, l.c., section 8.

15. Jean Nicod, Foundations of Geometry and Induction (transl. by P. P. Wicener), London,
1930; 219; . also R. M. Eaton’s discussion of “Confirmation and Infirmation,” which is
based on Nicod's views; it is included in Chap. III of his General Logic (New York, 1931).
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of symbolic logic’® by means of a universal conditional sentence, such as, in the
simplest case,

®[P(x) o Q)]

i.e. ‘For any object x: if x is a P, then x is a Q,” or also ‘Occurrence of the quality
P entails occurrence of the quality Q. According to the above criterion this
hypothesis is confirmed by an object aif ais Pand Q; and the hypothesis is dis-
confirmed by a if a is P, but not Q.7 In other words, an object confirms
a universal conditional hypothesis if and only if it satisfies both the ante-
cedent (here: ‘P(x)’) and the consequent (here: ‘Q(x)’) of the conditional;
it disconfirms the hypothesis if and only if it satisfies the antecedent, but not the
consequent of the conditional; and (we add this to Nicod's statement) it is
neutral, or irrelevant, with respect to the hypothesis if it does not satisfy the
antecedent.

This criterion can readily be extended so as to be applicable also to universal
conditionals containing more than one quantifier, such as ‘Twins always resemble
each other’, or, in symbolic notation, ‘(x)(y)(Twins(x, y) D Rsbl(x, y))’. In these
cases, a confirming instance consists of an ordered couple, or triple, etc., of
objects satisfying the antecedent and the consequent of the conditional. (In the
case of the last illustration, any two persons who are twins and resemble each
other would confirm the hypothesis; twins who do not resemble each other
would disconfirm it; and any two persons not twins—no matter whether they
resemble each other or not—would constitute irrelevant evidence.)

We shall refer to this criterion as Nicod’s criterion.!® It states explicitly what
is perhaps the most common tacit interpretation of the concept of confirmation.
While seemingly quite adequate, it suffers from serious shortcomings, as will
now be shown.

(a) First, the applicability of this criterion is restricted to hypotheses of
universal conditional form; it provides no standards of confirmation for exist-
ential hypotheses (such as “There exists organic life on other stars’, or "Polio-
myelitis is caused by some virus’) or for hypotheses whose explicit formulation
calls for the use of both universal and existential quantifiers (such as ‘Every human

16. In this essay, only the most elementary devices of this notation are used; the symbolism
is essentially that of Principia Mathematica, except that parentheses are used instead of dots, and
that existential quantification is symbolized by ‘(E)’ instead of by the inverted ‘E.’

17. (Added in 1964). More preciscly we would have to say, in Nicod’s parlance, that the
hypothesis is confirmed by the proposition that a is both Pand Q, and is disconfirmed by the
proposition that a is P but not Q.

18. This term is chosen for convenience, and in view of the above explicit formulation
given by Nicod; it is not, of course, intended to imply that this conception of confirmation
originated with Nicod.
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being dies some finite number of years after his birth’, or the psychological
hypothesis,  You can fool all of the people some of the time and some of the
people all of the time, but you cannot fool all of the people all of the time’, which
may be symbolized by ‘(x)(Ef)Fl(x, t) - (Ex)(t)Fl(x, ) - ~ (x)()Fl(x, ¢)’, (where
‘Fl(x, t)’ stands for ‘You can fool person x at time ¢'). We note, therefore, the
desideratum of establishing a criterion of confirmation which is applicable
to hypotheses of any form.1®

(b) We now turn to a second shortcoming of Nicod’s criterion. Consider the
two sentences

8;: ‘(x)[Raven(x) O Black(x)]’;
Sy ‘(x)[~Black(x) D ~ Raven(x)]’

(i.e. ‘All ravens are black’ and ‘Whatever is not black is not a raven’), and let
a, b, ¢, d be four objects such that a is a raven and black, b a raven but not black,
¢ not a raven but black, and d neither a raven nor black. Then according to
Nicod’s criterion, a would confirm §,, but be neutral with respect to S,; b would
disconfirm both S, and S;; ¢ would be neutral with respect to both S, and Sy,and
dwould confirm S,, but be neutral with respect to S,.

But S, and S, are logically equivalent; they have the same content, they
are different formulations of the same hypothesis. And yet, by Nicod’s criterion,
either of the objects a and d would be confirming for one of the two sentences,
but neutral with respect to the other. This means that Nicod’s criterion makes
confirmation depend not only on the content of the hypothesis, but also on its
formulation.2?

One remarkable consequence of this situation is that every hypothesis to
which the criterion is applicable—i.e. every universal conditional—can be
stated in a form for which there cannot possibly exist any confirming instances.
Thus, e.g. the sentence

(x)[(Raven(x) - ~ Black(x)) O (Raven(x) - ~ Raven(x)]

is readily recognized as equivalent to both §; and S, above; yet no object what-
ever can confirm this sentence, i.e. satisfy both its antecedent and its consequent;

19. For a rigorous formulation of the problem, it is necessary first to lay down assumptions
as to the means of expression and the logical structure of the language in which the hypotheses
are supposed to be formulated ; the desideratum then calls for a definition of confirmation appli-
cable to any hypothesis which can be expressed in the given language. Generally speaking,
the problem becomes increasingly difficult with increasing richness and complexity of the as-
sumed language of science.

20. This difficulty was pointed out, in substance, in my article “Le probldme de la vérité,”
Theoria (Goteborg), vol. 3 (1937), esp. p. 222.
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for the consequent is contradictory. An analogous transformation is, of course,
applicable to any other sentence of universal conditional form.

4. THE EQUIVALENCE CONDITION

The results just obtained call attention to the following condition which an
adequately defined concept of confirmation should satisfy, and in the light of
which Nicod’s criterion has to be rejected as inadequate:

Equivalence condition: Whatever confirms (disconfirms) one of two equivalent
sentences, also confirms (disconfirms) the other.

Fulfillment of this condition makes the confirmation of a hypothesis in-
dependent of the way in which it is formulated; and no doubt it will be conceded
that this is a necessary condition for the adequacy of any proposed criterion of
confirmation. Otherwise, the question as to whether certain data confirm a
given hypothesis would have to be answered by saying: “That depends on which
of the different equivalent formulations of the hypothesis is considered”—which
appears absurd. Furthermore—and this is a more important point than an appeal
to a feeling of absurdity—an adequate definition of confirmation will have to do
justice to the way in which empirical hypotheses function in theoretical scientific
contexts such as explanations and predictions; but when hypotheses are used for
purposes of explanation or prediction,?! they serve as premises in a deductive
argument whose conclusion is a description of the event to be explained or pre-
dicted. The deduction is governed by the principles of formal logic, and according
to the latter, a deduction which is valid will remain so if some or all of the premises
are replaced by different but equivalent statements; and indeed, a scientist will
feel free, in any theoretical reasoning involving certain hypotheses, to use the
latter in whichever of their equivalent formulations are most convenient for the
development of his conclusions. But if we adopted a concept of confirmation
which did not satisfy the equivalence condition, then it would be possible, and
indeed necessary, to argue in certain cases that it was sound scientific procedure
to base a prediction on a given hypothesis if formulated in a sentence S,, because
a good deal of confirming evidence had been found for §,; but that it was al-
together inadmissible to base the prediction (say, for convenience of deduction)
on an equivalent formulation S,, because no confirming evidence for S, was

21. For a more detailed account of the logical structure of scientific explanation and pre-
diction, ¢f. C. G. Hempel, “The Function of General Laws in History,” The Journal of Philosophy,
vol. 39 (1942), esp. sections 2, 3, 4. The characterization, given in that paper as well as in the
above text, of explanations and predictions as arguments of a deductive logical structure, em-
bodies an oversimplification: as will be shown in section 7 of the present essay, explanations
and predictions often involve “quasi-inductive” steps besides deductive ones. This point, how-
ever, does not affect the validity of the above argument.
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’

available. Thus, the equivalence condition has to be regarded as a necessary
condition for the adequacy of any definition of confirmation.

5. THE PARADOXES OF CONFIRMATION

Perhaps we seem to have been laboring the obvious in stressing the necessity
of satisfying the equivalence condition. This impression is likely to vanish upon
consideration of certain consequences which derive from a combination of the
equivalence condition with a most natural and plausible assumption concerning
a sufficient condition of confirmation.

The essence of the criticism we have leveled so far against Nicod’s criterion
is that it certainly cannot serve as a necessary condition of confirmation; thus, in
the illustration given in the beginning of section 3, object a confirms S; and
should therefore also be considered as confirming S,, while according to Nicod’s
criterion it is not. Satisfaction of the latter is therefore not a necessary condition
for confirming evidence.

On the other hand, Nicod’s criterion might still be considered as stating 3
particularly obvious and important sufficient condition of confirmation. And
indeed, if werestrict ourselves to universal conditional hypotheses in one variable™
—such as S, and S, in the above illustration—then it seems perfectly reasonable
to qualify an object as confirming such a hypothesis if it satisfies both its ante-
cedent and its consequent. The plausibility of this view will be further corro-
borated in the course of our subsequent analyses.

Thus, we shall agree thatif a is both a raven and black, thena certainly confirms

22. This restriction is essential: In its general form which applies to universal conditionals
in any number of variables, Nicod’s criterion cannot even be construed as expressing 2 sufficient
condition of confirmation. This is shown by the following rather surprising example: Consider
the hypothesis:

8 1 (RN~RExY) - REx) D (R(x.y) - ~ RE:x))

Let a, b be two objects such that R(a,b) and ~ R(b, a). Then clearly, the couple (4, b) satisfies
both the antecedent and the consequent of the universal conditional Sy ; hence, if Nicod's criter-
jon in its general form is accepted as stating a sufficient condition of confirmation, (4, b) con-
stitutes confirming evidence for S,. But S, can be shown to be equivalent to

Syt (R (x, )

Now, by hypothesis, we have ~ R(b, a); and this flatly contradicts S, and thus S,. Thus, the
couple (g, b), although satisfying both the antecedent and the consequent of the universal
conditional S,, actually constitutes disconfirming evidence of the strongest kind (conclusively
disconfirming evidence, as we shall say later) for that sentence. This illustration reveals a
striking and—as far as I am aware—hitherto unnoticed weakness of that conception of con-
firmation which underlies Nicod’s criterion. In order to realize the bearing of our illustration
upon Nicod's original formulation, let A and Bbe ~ (R(x, y) * R(y, x)) and R(x, y) - ~ (R(y, %),
respectively. Then S, asserts that A entails B, and the couple (4, b) is a case of the presence of B
in the presence of A; this should, according to Nicod, be favorable to S;.
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8,: “(x) (Raven(x) D Black(x))’, and if d is neither black nor a raven, 4 certainly
confirms S,: ‘(x) [~ Black(x) O ~ Raven(x)]".

Let us now combine this simple stipulation with the equivalence condition.
Since §, and S, are equivalent, d is confirming also for S,; and thus, we have to
recognize as confirming for S, any object which is neither black nor a raven.
Consequently, any red pencil, any green leaf, any yellow cow, etc., becomes
confirming evidence for the hypothesis that all ravens are black. This surprising
consequence of two very adequate assumptions (the equivalence condition and
the above sufficient condition of confirmation) can be further expanded: The
sentence §; can readily be shown to be equivalent to S;: ‘(x) [(Raven(x) v ~
Raven(x)) O (~ Raven(x) v Black(x))]’, i.e. ‘Anything which is or is not a raven
is cither no raven or black’. According to the above sufficient condition, S, is
certainly confirmed by any object, say e, such that (1) e is or is not a raven
and, in addition (2) e is not a raven or is also black. Since (1) is analytic, these
conditions reduce to (2). By virtue of the equivalence condition, we have there-
fore to consider as confirming for S any object which is either no raven or also
black (in other words: any object which is no raven atall, or a black raven).

Of the four objects characterized in section 3, a, c and d would therefore con-
stitute confirming evidence for S, while b would be disconforming for S;- This
implies that any nonraven represents confirming evidence for the hypothesis
that all ravens are black.®

We shall refer to these implications of the equivalence condition and of the
above sufficient condition of confirmation as the paradoxes of confirmation.

How are these paradoxes to be dealt with: Renouncing the equivalence
condition would not represent an acceptable solution, as it is shown by the con-
siderations presented in section 4. Nor does it seem possible to dispense with the
stipulation that an object satisfying two conditions, C, and C,, should be con-
sidered as confirming a general hypothesis to the effect that any object which
satisfies C, also satisfies C,.

But the deduction of the above paradoxical results rests on one other assump-
tion which is usually taken for granted, namely, that the meaning of general
empirical hypotheses, such as that all ravens are black, or that all sodium salts
burn yellow, can be adequately expressed by means of sentences of universal

23. (Added in 1964). The following further “paradoxial” consequence of our two conditions
might be noted: Any hypothesis of universal conditional form can be equivalently rewritten
as another hypothesis of the same form which, even if true, can have no confirming instances
in Nicod’s sense at all, since the proposition that a given object satisfies the antecedent and the
consequent of the second hypothesis is self-contradictory. For example, ‘(x) [P(x) o QX))
is equivalent to the sentence ‘(x) [(P(x) - ~ Q(x)) > (P(x) - ~ P(x))]’, whose consequent
is true of nothing.
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conditional form, such as ‘(x) [Raven(x) D Black(x)]’ and ‘(x) (Sod. Salt(x) >
Burn Yellow (x))’, etc. Perhaps this customary mode of presentation has to be
modified; and perhaps such a modification would automatically remove the
paradoxes of confirmation: If this is not so, there seems to be only one alternative
left, namely to show that the impression of the paradoxical character of those
consequences is due to misunderstanding and can be dispelled, so that no theor-
etical difficulty remains. We shall now consider these two possibilities in turn:
Subsections 5.11 and 5.12 are devoted to a discussion of two different proposals
for a modified representation of general hypotheses; in subsection 5.2, we shall
discuss the second alternative, i.e. the possibility of tracing the impression of
paradoxicality back to a misunderstanding.

5.11. It has often been pointed out that while Aristotelian logic, in agreement
with prevalent everyday usage, confers existential import upon sentences of the
form ‘All P’s are Q’s’, a universal conditional sentence, in the sense of modern
logic, has no existential import; thus, the sentence

‘(x) [Mermaid(x) D Green(x)]’

does not imply the existence of mermaids; it merely asserts that any object either
is not a mermaid at all, or a green mermaid; and it is true simply because of the
fact that there are no mermaids. General laws and hypotheses in science, however
—so it might be argued— are meant to have existential import; and one might
attempt to express the latter by supplementing the customary universal con-
ditional by an existential clause. Thus, the hypothesis that all ravens are black
would be expressed by means of the sentence S,: ‘[(x) (Raven(x) D Black(x)]-
(Ex)Raven(x)’; and the hypothesis that no nonblack things are ravens by S,:
‘(x)[~Black(x) D ~ Raven(x)] - (Ex) ~ Black(x)". Clearly, these sentences are
not equivalent, and of the four objects 4, b, ¢, d characterized in section 3, part (b),
only a might reasonably be said to confirm S,, and only d to confirm S,. Yet
this method of avoiding the paradoxes of confirmation is open to serious ob-
Jjections:

(a) First of all, the representation of every general hypothesis by a conjunction
of a universal conditional and an existential sentence would invalidate many
logical inferences which are generally accepted as permissible in a theoretical
argument. Thus, for example, the assertions that all sodium salts burn yellow,
and that whatever does not burn yellow is no sodium salt are logically equivalent
according to customary understanding and usage, and their representation by
universal conditionals preserves this equivalence; but if existential clauses are
added, the two assertions are no longer equivalent, as is illustrated above by the
analogous case of S; and S,.

(b) Second, the customary formulation of general hypotheses in empirical
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science clearly does not contain an existential clause, nor does it, as a rule, even
indirectly determine such a clause unambiguously. Thus, consider the hypothesis
that if a person after receiving an injection of a certain test substance has a positive
skin reaction, he has diphtheria. Should we construe the existential clause hcre as
referring to persons, to persons receiving the injection, or to persons who, upon
receiving the injection, show a positive skin reaction? A more or less arbitrary
decision has to be made; each of the possible decisions gives a different interpre-
tation to the hypothesis, and none of them seems to be really implied by the latter.

(c) Finally, many universal hypotheses cannot be said to imply an existential
clause at all. Thus, it may happen that from a certain astrophysical theory a
universal hypothesis is deduced concerning the character of the phenomena
which would take place under certain specified extreme conditions. A hypothesis
of this kind need not (and, as a rule, does not) imply that such extreme conditions
ever were or will be realized; it has no existential import. Or consider a biological
hypothesis to the effect that whenever man and ape are crossed, the offspring will
have such and such characteristics. This is a general hypothesis; it might be
contemplated as a mere conjecture, or as a consequence of a broader genetic
theory, other implications of which may already have been tested with positive
results; but unquestionably the hypothesis does not imply an existential clause
asserting that the contemplated kind of cross-breeding referred to will, at some
time, actually take place.

5.12. Perhaps the impression of the paradoxical character of the cases dis-
cussed in the beginning of section 5 may be said to grow out of the fecling that
the hypothesis that all ravens are black is about ravens, and not about nonblack
things, nor about all things. The use of an existential clause was one attempt at
exhibiting this presumed peculiarity of the hypothesis. The attempt has failed,
and if we wish to express the point in question, we shall have to look for a stronger
device. The idea suggests itself of representing a general hypothesis by the cus-
tomary universal conditional, supplemented by the indication of the specific
“field of application” of the hypothesis; thus, we might represent the hypothesis
that all ravens are black by the sentence ‘(x) [Raven(x) D Black(x)]’ or any one
of its equivalents, plus the indication ‘Class of ravens’, characterizing the field of
application; and we might then require that every confirming instance should
belong to the field of application. This procedure would exclude the objects ¢
and d from those constituting confirming evidence and would thus avoid those
undesirable consequences of the existential-clause device which were pointed out
in5.11 (c). But apart from this advantage, the second method is open to objections
similar to those which apply to the first: (a) The way in which general hypotheses
are used in science never involves the statement of a field of application; and the
choice of the latter in a symbolic formulation of a given hypothesis thus intro-
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duces again a considerable measure of arbitrariness. In particular, for a scientific
hypothesis to the effect that all P’s are Q’s, the field of application cannot simply
be said to be the class of all P’s; for a hypothesis such as that all sodium salts bum
yellow finds important application in tests with negative results; e.g., it may be
applied to a substance of which it is not known whether it contains sodium salts,
nor whether it burns yellow; and if the flame does not turn yellow, the hypo-
thesis serves to establish the absence of sodium salts. The same is true of all other
hypotheses used for tests of this type. (b) Again, the consistent use of a field of
application in the formulation of general hypotheses would involve considerable
logical complications, and yct would have no countcrpart in the theoretical
procedure of science, where hypotheses are subjected to various kinds of logical
transformation and inference without any consideration that might be regarded
as referring to changes in the ficlds of application. This method of meeting the
paradoxes would thercfore amount to dodging the problem by mcans of an
ad hoc device which cannot be justificd by reference to actual scientific procedure.

5.2 We have examined two alternatives to the customary method of rep-
resenting general hypotheses by means of universal conditionals; neither of them
proved an adequate means of precluding the paradoxes of confirmation. We
shall now try to show that what is wrong does not lie in the customary way of
construing and representing general hypotheses, but rather in our reliance on
a misleading intuition in the matter: The impression of a paradoxical situation
is not objectively founded; it is a psychological illusion.

(a) One source of misunderstanding is the view, referred to before, that a
hypothesis of the simple form ‘Every P is a Q’, such as ‘All sodium salts burn
yellow’, asserts something about a certain limited class of objects only, namely,
the class of all P’s. This idea involves a confusion of logical and practical con-
siderations: Our interest in the hypothesis may be focussed upon its applicability
to that particular class of objects, but the hypothesis nevertheless asserts some-
thing about, and indeed imposes restrictions upon, all objects (within the logical
type of the variable occurring in the hypothesis, which in the case of our last
illustration might be the class of all physical objects). Indeed, a hypothesis of the
form ‘Every P is a Q" forbids the occurrence of any objects having the property
P but lacking the property Q; i.e. it restricts all objects whatsoever to the class
of those which either lack the property P or also have the property Q. Now,
every object either belongs to this class or falls outside it, and thus, every object—
and not only the P’s—either conforms to the hypothesis or violates it; there is
no object which is not implicitly referred to by a hypothesis of this type. In
particular, every object which either is no sodium salt or burns yellow conforms
to, and thus bears out, the hypothesis that all sodium salts burn yellow; every
other object violates that hypothesis.
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The weakness of the idea under consideration is evidenced also by the ob-
servation that the class of objects about which a hypothesis is supposed to assert
something is in no way clearly determined, and that it changes with the context,
as was shown in 5.12 (a).

(b) A second important source of the appearance of paradoxicality in certain
cases of confirmation is exhibited by the following consideration.

Suppose that in support of the assertion ‘All sodium salts burn yellow’
somebody were to adduce an experiment in which a piece of pure ice was held
into a colorless flame and did not turn the flame yellow. This result would confirm
theassertion, “Whatever does not burn yellow is no sodium salt’ and consequently,
by virtue of the equivalence condition, it would confirm the original formulation.
Why does this impress us as paradoxical: The reason becomes clear when we
compare the previous situation with the case where an object whose chemical
constitution is as yet unknown to us is held into a flame and fails to turn it yellow,
and where subsequent analysis reveals it to contain no sodium salt. This outcome,
we should no doubt agree, is what was to be expected on the basis of the hypo-
thesis that all sodium salts burn yellow—no matter in which of its various
equivalent formulations it may be expressed; thus, the data here obtained con-
stitute confirming evidence for the hypothesis. Now the only difference between
the two situations here considered is that in the first case we are told beforchand
the test substance is ice, and we happen to “know anyhow” that ice contains no
sodium salt; this has the consequence that the outcome of the flame-color test
becomes entirely irrelevant for the confirmation of the hypothesis and thus can
yield no new evidence for us. Indeed, if the flame should not turn yellow, the
hypothesis requires that the substance contain no sodium salt — and we know
beforchand that ice does not; and if the flame should turn yellow, the hypothesis
would impose no further restrictions on the substance: hence, either of the
possible outcomes of the experiment would be in accord with the hypothesis.

The analysis of this example illustrates a general point: In the seemingly
paradoxical cases of confirmation, we are often not actually judging the relation
of the given evidence E alone to the hypothesis H (we fail to observe the metho-
dological fiction, characteristic of every case of confirmation, that we have no
relevant evidence for H other than that included in E); instead, we tacitly intro-
duce a comparison of H with a body of evidence which consists of E in conjunc-
tion with additional information that we happen to have at our disposal;
in our illustration, this information includes the knowledge (1) that the substance
used in the experiment is ice, and (2) that ice contains no sodium salt. If we assume
this additional information as given, then, of course, the outcome of the experi-
ment can add no strength to the hypothesis under consideration. But if we are
careful to avaid rhis facit reference to additional knowledee (which entirelv
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changes the character of the problem), and if we formulate the question as to
the confirming character of the evidence in a manner adequate to the concept
of confirmation as used in this paper, we have to ask: Given some object a (it
happens to be a piece of ice, but this fact is not included in the evidence), and
given the fact that @ does not turn the flame yellow and is no sodium salt: does
a then constitute confirming evidence for the hypothesis? And now—no matter
whether a is ice or some other substance—it is clear that the answer has to be in
the affirmative; and the paradoxes vanish.

So far, in section (b), we have considered mainly that type of paradoxical case
which is illustrated by the assertion that any nonblack nonraven constitutes con-
firming evidence for the hypothesis, ‘All ravens are black.” However, the
general idea just outlined applies as well to the even more extreme cases exempli-
fied by the assertion that any nonraven as well as any black object confirms the
hypothesis in question. Let us illustrate this by reference to the latter case. If the
given evidence E—i.e. in the sense of the required methodological fiction, all
data relevant for the hypothesis—consists only of one object which, in addition,
is black, then E may reasonably be said to support even the hypothesis that all
objects are black, and a fortiori E supports the weaker assertion that all ravens are
black. In this case, again, our factual knowledge that not all objects are black tends
to create an impression of paradoxicality which is not justified on logical grounds.
Other paradoxical cases of confirmation may be dealt with analogously. Thus

it turns out that the paradoxes of confirmation, as formulated above, are
due to a misguided intuition in the matter rather than to a logical flaw in the two

stipulations from which they were derived .

24. The basic idea of section (b) in the above analysis is due to Dr. Nelson Goodman, to
whom I wish to reiterate my thanks for the help he rendered me, through many discussions,
in clarifying my ideas on this point.

25. The considerations presented in section (b) above are also influenced by, though not
identical in content with, the very illuminating discussion of the paradoxes by the Polish
methodologist and logician Janina Hosiasson-Lindenbaum; ¢f. her article “On Confirmation,”
The _Journal of Symbolic Logic, vol. 5 (1940), especially section 4. Dr. Hosiasson's attention had
been called to the paradoxes by my article “Le probléme de la vérité” (. note 20) and by
discussions with me. To my knowledge, hers has so far been the only publication which
presents an explicit attempt to solve the problem. Her solution is based on a theory of degrees
of confirmation, which is developed in the form of an uninterpreted axiomtaic system, and
most of her arguments presuppose that theoretical framework. I have profited, however, by
some of Miss Hosiasson’s more general observations which proved relevant for the analysis
of the paradoxes of the nongraduated or qualitative concept of confirmation which forms the

object of the present study.

One point in those of Miss Hosiasson’s comments which rest on her theory of degrees of con-
firmation is of particular interest, and I should like to discuss it briefly. Stated in reference to
the raven hypothesis, it consists in the suggestion that the finding of one nonblack object
which is no raven, while constituting confirming evidence for the hypothesis, would increase
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6. CONFIRMATION CONSTRUED AS A RELATION BETWEEN
SENTENCES

Our analysis of Nicod’s criterion has so far led to two main results: The
rejection of that criterion in view of several deficiencies, and the emergence of
the equivalence condition as a necessary condition of adequacy for any proposed
definition of confirmation. Another aspect of Nicod’s criterion requires con-
sideration now. In our formulation of the criterion, confirmation was construed
as a dyadic relation between an object or an ordered set of objects, representing
the evidence, and a sentence, representing the hypothesis. This means that
confirmation was conceived of as a semantical relation® obtaining between
certain extra-linguistic objects®” on one hand and certain sentences on the other.
It is possible, however, to construe confirmation in an alternative fashion as a
relation between two sentences, one describing the given evidence, the other
expressing the hypothesis. Thus, instead of saying that an object a which is
both a raven and black (or the fact of a being both a raven and black) confirms
the hypothesis that all ravens are black, we may say that the evidence sentence,

26. For a detailed account of this concept, see C. W. Morris, Foundations of the Theory of
Signs (Internat. Encyclopedia of Unified Science, vol. I, No. 2, Chicago, 1938) and R. Carnap
Introduction to Semantics (Cambridge, Mass., 1962), esp. sections 4 and 37.

27. Instead of making the first term of the relation an object or a sequence of objects we
might construe it as a state of affairs (or perhaps as a fact, or a proposition, as Nicod puts it),
such as that state of affairs which consists in a being a black raven, etc.

the degree of confirmation of the hypothesis by a smaller amount than the finding of one raven
which is black. This is said to be so because the class of all ravens is much less numerous than
that of all nonblack objects, so that—to put the idea in suggestive though somewhat mis-
leading terms—the finding of onc black raven confirms a larger portion of the total content
of the hypothesis than the finding of onc nonblack nonraven. In fact, from the basic assump-
tions of her theory, Miss Hosiasson is ablc to derive a theorem according to which the above
statement about the relative increase in degree of confirmation will hold provided that actually
the number of all ravens is small compared with the number of all nonblack objects. But is
this last numerical assumption actually warranted in the present case and analogously in all
other “paradoxical” cases? The answer depends in part upon the logical structure of the
language of science. If a *‘coordinate language” is used, in which, say, finite space-time regions
figure as individuals, then the raven hypothesis assumes some such form as ‘Every space-time
region which contains a raven contains something black’; and even if the total number of ravens
ever to exist is finite, the class of space-time regions containing a raven has the power of the con-
tinum, and so does the class of space-time regions containing something nonblack; thus, for a
coordinate language of the type under consideration, the above numerical assumption is not
warranted. Now the use of a coordinate language may appear quite artificial in this particular
illustration; but it will seem very appropriate in many other contexts, such as, e.g., that of physi-
cal field theories. On the other hand, Miss Hosiasson’s numerical assumption may well be justi-
fied on the basis of a “thing language,” in which physical objects of finite size function as
individuals. Of course, even on this basis, it remains an empirical question, for every hypo-
thesis of the form ‘All P’sare Q's’, whether actually the class of non-Q’sis much more numerous
than the class of P’s; and in many cases this question will be very difficult to decide.
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‘ais a raven and a is black’, confirms the hypothesis-sentence (briefly, the hypo-
thesis), ‘All ravens are black’. We shall adopt this conception of confirmationasa
relation between sentences here for the following reasons: First, the evidence
adduced in support or criticism of a scientific hypothesis is always expressed in
sentences, which frequently have the character of observation reports; and second,
it will prove very fruitful to pursue the parallel, alluded to in section 2 above,
between the concepts of confirmation and of logical consequence. And just as
in the theory of the consequence relation, i.e. in deductive logic, the premises of
which a given conclusion is a consequence are construed as sentences rather than
as “facts,” so we propose to construe the data which confirm a given hypothesis
as given in the form of sentences.

The preceding reference to observation reports suggests a certain restriction
which might be imposed on evidence sentences. Indeed, the evidence adduced
in support of a scientific hypothesis or theory consists, in the last analysis, in data
accessible to what is loosely called directobservation, andsuch dataare expressible
in the form of “observation reports.” In view of this consideration, we shall
restrict the evidence sentences which form the domain of the relation of confirm-
ation to sentences of the character of observation reports. In order to give a
precise meaning to the concept of observation report, we shall assume that we
are given a well-determined “language of science,” in terms of which all sentences
under consideration, hypotheses as well as evidence sentences, are formulated.
We shall further assume that this language contains, among other terms, a
clearly delimited “observational vocabulary” which consists of terms designating
more or less directly observable attributes of things or events, such as, say, ‘black,’
‘taller than’, ‘burning with a yellow light’, etc., but no theoretical constructs
such as ‘aliphatic compound’, ‘circularly polarized light’, ‘heavy hydrogen’, etc.

We shall now understand by a hypothesis any sentence which can be ex-
pressed in the assumed language of science, no matter whether it is a generalized
sentence, containing quantifiers, or. a particular sentence referring only to a
finite number of particular objects. An observation report will be construed
as a finite class (or a conjunction of a finite number) of observation sentences;
and an observation sentence as a sentence which either asserts or denies that a
given object has a certain observable property (e.g. ‘a is a raven’, ‘d is not black’),
or that a given sequence of objects stand in a certain observable relation (e.g.
‘a is between b and ¢’).

Now the concept of observability itself obviously is relative to the techniques
of observation used. What is unobservable to the unaided senses may well be
observable by means of suitable devices such as telescopes, microscopes, polari-

scopes, lie detectors, Gallup polls, etc. If by direct observation we mean such
observational procedures as do not make use of auxiliary devices, then such
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property terms as ‘black’, ‘hard’, ‘liquid’, ‘cool’, and such relation terms as
‘above’, ‘between’, ‘spatially coincident’, etc., might be said to refer to directly
observable attributes; if observability is construed in a broader sense, so as to
allow for the use of certain specified instruments or other devices, the concept
of observable attribute becomes more comprehensive. If, in our study of con-
firmation, we wanted to analyze the manner in which the hypotheses and theories
of empirical science are ultimately supported by “evidence of the senses,” then
we should have to require that observation reports refer exclusively to directly
observable attributes. This view was taken, for simplicity and concreteness, in
the preceding parts of this section. Actually, however, the general logical
characteristics of that relation which obtains between a hypothesis and a group
of empirical statements which support it, can be studied in isolation from this
Testriction to direct observability. All we will assume here is that in the context of
the scientific test of a given hypothesis or theory, certain specified techniques of
observation have been agreed upon; these determine an observational vocabu-
lary, namely, a set of terms designating properties and relations observable by
means of the accepted techniques. For our purposes it is entirely sufficient that
these terms, constituting the observational vocabulary, be given. An observation
sentence is then defined simply as a sentence affirming or denying that a given
object, or sequence of objects, possesses one of those observable attributes.®
Let it be noted that we do not require an observation sentence to be true, nor
to be accepted on the basis of actual observations; rather, an observation sentence
expresses something that is decidable by means of the accepted techniques of

28. The concept of observation sentence has, in the context of our study, a status and a
logical function closely akin to that of the concepts of protocol statement or basis sentence, etc.,
asused in many recent studies of empiricism. However, the conception of observation sentence
which is being proposed in the present study is more liberal in that it renders the discussion
of thelogical problems of testing and confirmation independent of varioushighly controversial
epistemological issucs; thus, e.g., we do not stipulate that observation reports must be about
psychicevents, or about sense perceptions (i.e. that they have to be expressed in terms ofa vocab-
ulary of phenomenology, or of introspective psychology). According to the conception of
observation sentcnce adopted in the present study, the “objects” referred to in an observation
sentence may be construed in any one of the senses just referred to, or in various other ways;
for example, they might be space-time regions, or again physical objects such as stones, trees,
ctc. (most of the illustrations given throughout this article represent observation sentences
belonging to this kind of “thing language™); all that we requireis that the few very general

conditions stated above be satisfied.

These conditions impose on observation sentences and on observation reports certain
restrictions with respect to their form; in particular, neither kind of sentence may contain any
quantifiers. This stipulation recommends itsclf for the purposes of the logical analysis here to
be undertaken; but we do not wish to claim that this formal restriction is indispensable. On
the contrary, it is quite possible and perhaps desirable also to allow for observation sentences
containing quantificrs: our simplifying assumption is introduced mainly in order to avoid
considerable logical complications in the definition of confirmation.
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observation. In other words, an observation sentence describesa possible outcome
of the accepted observational techniques; it asserts something that might con-
ceivably be established by means of those techniques. Possibly, the term “obser-
vation-type sentence”” would be more suggestive; but for convenience we give
preference to the shorter term. An analogous comment applies, of course, to
our definition of an observation report as a class or a conjunction of observation
sentences. The need for this broad conception of observation sentences and
observation reports is readily recognized: Confirmation as here conceived is a
logical relationship between sentences, just as logical consequence is. Now
whether asentence S, is a consequence of a sentence S, does not dependon whether
or not S, is true (or known to be true); and analogously, the criteria of whether
a given statement, expressed in terms of the observational vocabulary, confirms
a certain hypothesis cannot depend on whether the statements in the report are
true, or based on actual experience, or the like. Our definition of confirmation
must enable us to indicate what kind of evidence would confirm a given hypothe-
sis if it were available; and clearly the sentence characterizing such evidence can
be required only to express something that might be observed, but not necessarily
something that has actually been established by observation.

It may be helpful to carry the analogy between confirmation and consequence
one step further. The truth or falsity of S, is irrelevant for the question of whether
S, is a consequence of §; (whether S, can be validly inferred from §,); butina
logical inference which justifies a sentence Sy by showing that it is a logical
consequence of a conjunction of premises, S, we can be certain of the truth of
S, only if we know S to be true. Analogously, the question of whether an
observation report stands in the relation of confirmation to a given hypothesis
does not depend on whether the report states actual or fictitious observational
findings; but for a decision as to the soundness or acceptability of a hypothesis
which is confirmed by a certain report, it is of course necessary to know whether
the report is based on actual experience or not. Just as a conclusion of a logical
inference, shown to be true, must be (al) validly inferred from (a2) a set of
true premises, so a hypothesis, to be scientifically acceptable, must be (b1)
formally confirmed by (b2) reliable reports on observational findings.

The central problem of this essay is to establish general criteria for the formal
relation of confirmation as referred to in (b1); the analysis of the concept of a
reliable observation report, which belongs largely to the field of pragmatics,*
falls outside the scope of the present study. One point, however, deserves mention
here. A statement in the form of an observation report (for example, about the
position of the pointer of a certain thermograph at 3 A.m.) may be accepted or

29. An account of the concept of pragmatics may be found in the publications listed in
note 26.
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rejected in science either on the basis of direct observation, or because it is
indirectly confirmed or disconfirmed by other accepted observation sentences
(in the example, these might be sentences describing the curve traced by the
pointer during the night) ; and because of this possibility of indircct confirmation,
our study has a bearing also on the question of the acceptance of hypotheses which
have themselves the form of observation reports.

The conception of confirmation as a relation between sentences analogous
tothat of logical consequence suggests yet another requirement for the attempted
definition of confirmation: While logical consequence has to be conceived of
as a basically semantical relation between sentences, it has been possible, for
certain languages, to establish criteria of logical consequence in purely syntactical
terms. Analogously, confirmation may be conceived of as a semantical relation
between an observation report and a hypothesis; but the parallel with the con-
sequence relation suggests that it should be possible, for certain languages,
to establish purely syntactical criteria of confirmation. The subsequent consider-
ations will indeed eventuate in a definition of confirmation based on the concept
of logical consequence and other purely syntactical concepts.

The interpretation of confirmation as a logical relation between sentences
involves no essential change in the central problem of the present study. In
particular, all the points made in the preceding scctions can readily be rephrased
in accordance with this interpretation. Thus, for example, the assertion that an
object @ which is a swan and white confirms the hypothesis ‘(x) [Swan(x) D
White(x)]’ can be expressed by saying that the observation report ‘Swan(a)-
White(a)’ confirms that hypothesis. Similarly, the equivalence condition can be
reformulated as follows: If an observation report confirms a certain sentence,
then it also confirms every sentence which is logically cquivalent with the latter.
Nicod's criterion as well as our grounds for rejecting it can be reformulated
along the same lines. We presented Nicod’s concept of confirmation as referring
to a relation between nonlinguistic objects on one hand and sentences on the
other because this approach seemed to approximate most closcly Nicod’s own
formulations,3? and because it enabled us to avoid certain technicalities which
are actually unnecessary in that context.

7. THE PREDICTION-CRITERION OF CONFIRMATION AND ITS
SHORTCOMINGS

We are now in a position to analyze a second conception of confirmation,

30. (Added in 1964.) Actually this is not correct; ¢f. note 17 above. But, as is readily seen, the
objections raised in this article against Nicod's criterion remain in force also when that criterion
is understood as taking general hypotheses to be confirmed or disconfirmed by propositions
rather than by objects.
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which is reflected in many methodological discussions and which can claim a
great deal of plausibility. Its basic idea is very simple: General hypotheses in
science as well as in everyday use are intended to enable us to anticipate future
events; hence, it seems reasonable to count any prediction that is borne out by
subsequent observation as confirming evidence for the hypothesis on which itis
based, and any prediction that fails as disconfirming evidence. To illustrate:
Let H, be the hypothesis that all metals, when heated, expand; symbolically:
‘(x) [(Metal (x) - Heated (x)) > Exp(x)]'. If we have an observation report to the
effect that a certain object a is metallic and is heated, then by meansof H, we can
derive the prediction that a expands. Suppose that this is borne out by observation
and described in an additional observation statement. We should then have the
total observation report: {Metal(a), Heated(a), Exp(a)}.** This report would be
qualified as confirming evidence for H, because its last sentence bears out what
could be predicted, or derived, from the first two by means of H,; more expli-
citly, because the last sentence can be derived from the first two in conjunction
with H;. Now let H, be the hypothesis that all swans are white; symbolically:
‘(x) [Swan (x) D White(x)]’; and consider the observation report {Swan(a),
~ White(a)}. This report would constitute disconfirming evidence for Hs
because the second of its sentences contradicts (and thus fails to bear out) the
prediction “White(a)’ which can be deduced from the first sentence in conjunc-
tion with H,; or, symmetrically, because the first sentence contradicts the conse-
quence ‘~Swan(a)’ which can be derived from the second in conjunction with
H,. Obviously, either of these formulations implies that H, is incompatiblc with
the given observation report. These illustrations suggest the following genera]
definition of confirmation:

PREDICTION CRITERION OF CONFIRMATION: Let H be a hypothesis, B an obser-
vation report, i.e. a class of observation sentences. Then

(a) B is said to confirm H if B can be divided into two mutually exclusive
subclasses By and B, such that B, is not empty, and every sentence of B, can
be logically deduced from B, in conjunction with H, but not from B, alone;

(b) B is said to disconfirm H if H logically contradicts B;3

31. An (observation) report, it will be recalled, may be represented by a conjunction or by a
class of observation sentences: in the latter case, we characterize it by writing the sentences
between braces; the single quotes which normally would be used to mention the sentences are,
for convenience, assumed to be absorbed by the braces.

32. It might seem more natural to stipulate that B disconfirms H if it can be divided into
two mutually exclusive classes B, and B, such that the denial of at least one sentence in By can

be deduced from B, in conjunction with H; but this condition can be shown to be equivalent
to (b) above.
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(c) B is said to be neutral with respect to H if it neither confirms nor dis-
confirms H.3

But while this criterion is quite sound as a statement of sufficient conditions of
confirmation for hypotheses of the type illustrated above, it is considerably too
narrow to serve as a general definition of confirmation. Generally speaking, this
criterion would serve its purpose if all scientific hypotheses could be construed
asasserting regular connections between observable features of the subject matter
under investigation; i.e. if they all were of the form “Whenever the observable
characteristic P is present in an object or a situation, then the observable char-
acteristic Q is present as well.” But actually, most scientific hypotheses and
laws are not of this simple type; as a rule, they express regular connections of
characteristics which are not observable in the sense of direct observability, nor
even in a much more liberal sense. Consider, for example, the following hypo-
thesis: “Whenever plane-polarized light of wave length A traverses a layer of
quartz of thickness d, then its planc of polarization is rotated through an angle
which is proportional to d/X’. Let us assume that the observational vocabulary,
by means of which our observation reports have to be formulated, contains
exclusively terms referring to directly observable attributes. Then, since the
question of whether a given ray of light is plane-polarized and has the wave
length A cannot be decided by means of direct observation, no observation
report of the kind here admitted could afford information of this type. This in
itself would not be crucial if at least we could assume that the fact that a given ray
of light is plane-polarized, etc., could be logically inferred from some possible
observation report; for then, from a suitable report of this kind, in conjunction
with the given hypothesis, one would be able to predict a rotation of the plane
of polarization; and from this prediction, which itself is not yet expressed in
exclusively observational terms, one might expect to derive further predictions
in the form of genuine observation sentences. But actually, a hypothesis to the
effect that a given ray of light is plane-polarized has to be considered as a general
hypothesis which entails an unlimited number of observation sentences; thus
it cannot be logically inferred from, but at best be confirmed by, a suitable set
of observational findings. The logically essential point can best be exhibited by

33. The following quotations from A. J. Ayer's book Language, Truth and Logic (London,
1936) formulate in a particularly clear fashion the conception of confirmation as successful
prediction (although the two are not explicitly identified by definition): . . . the function of
an empirical hypothesis is to enable us to anticipate experience. Accordingly, if an observation
to which a given proposition is relevant conforms to our expectations, . . . that proposition
is confirmed” (loc. cit. pp. 142-43); . . . it is the mark of a genuine factual proposition .. . that
some experiential propositions can be deduced from it in conjunction with certain premises
without being deducible from those other premises alone.” (loc. cit. p. 26).
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reference to a very simple abstract case: Let us assume that R, and R, are two
relations of a kind accessible to direct observation, and that the ficld of scientific
investigation contains infinitely many objects. Consider now the hypothesis

(H) @) Ri(x, 7) D (E2)Rq(x, 2)]

i.e.: Whenever an object x stands in R, to every object y, then it stands in Ry to
at least one object 2. This simple hypothesis has the following property : However
many observation sentences may be given, H does not enable us to derive any
new observation sentences from them. Indeed—to state the reason in suggestive
though not formally rigorous terms— in order to make a prediction concerning
some specific object a, we should first have to know that a stands in R, to every
object; and this necessary information clearly cannot be contained in any finite
number, however large, of observation sentences, because a finite set of obser-
vation sentences can tell us at best for a finite number of objects that a stands in
R, to them. Thus an observation report, which always involves only a finit¢
number of observation sentences, can never provide a sufficiently broad basis
for a prediction by means of H.3 Besides, even if we did know that a stood in Ry
to every object, the prediction derivable by means of H would not be an obser-
vation sentence; it would assert that a stands in R, to some object, without
specifying which, and where to find it. Thus, H is an empirical hypothesis that
contains, besides purely logical terms, only expressions belonging to the obser-
vational vocabulary, and yet the predictions which it renders possible neither
start from nor lead to observation reports.

It is therefore a considerable oversimplification to say that scientific hypo-
theses and theories enable us to derive predictions of future experiences from
descriptions of past ones. Unquestionably, scientific hypotheses do have 2
predictive function; but the way in which they perform this function, the manne.r
in which they establish logical connections between observation reports, 15
logically more complex than a deductive inference. Thus, in the last illustration,
the predictive use of H may assume the following form: On the basis of a number
of individual tests, which show that a does stand in R, to threc objectsb, c,andd, we
might accept the hypothesis that a stands in R, to all objects; or in terms of our
formal mode of speech: In view of the observation report {R,(a, b), Ry(asc),
Ry(a, )}, the hypothesis that (y)R,(a, y) might be accepted as confirmed by,

34. Toillustrate: a might be an iron object which possibly is a magnet; R, might be the rela-
tion of attracting ; the objects under investigation might be iron objects. Then a finite number
of observation reports to the effect that a did attract a particular piece of iron is insufficient to
infer that a will attract every piece of iron.
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though not logically inferable from, that report. This process might be referred
to as quasi-induction.® From the hypothesis thus established we can then proceed
to derive, by means of H, the prediction that a stands in R, to at least one object.
This again, as was pointed out above, is not an observation sentence; and indeed
no observation sentence can be derived from it; but it can, in turn, be confirmed
by a suitable observation scntence, such as ‘Ry(a, b)’. In other cases, the pre-
diction of actual observation sentences may be possible; thus if the given hypo-
thesis asserts that (x)((y)Ry(¥, y) D (2)Re(x, 2)), then after quasi-inductively
accepting, as above, that (y)R,(4, y), we can derive, by means of the given
hypothesis, the sentence that a stands in R, to every object, and thence, we can
deduce particular predictions such as ‘Ry(a, b)’, which do have the form of
observation sentences.

Thus, the chain of reasoning which leads from given observational findings
to the “prediction” of new ones actually involves, besides deductive inferences,
certain quasi-inductive steps each of which consists in the acceptance of an
intermediate statement on the basis of confirming, but usually not logically
conclusive, evidence. In most scicntific predictions, this general pattern occurs
in multiple reiteration; an analysis of the predictive use of the hypothesis men-
tioned above, concerning plane-polarized light, could scrve as an illustration.
In the present context, however, this general account of the structure of scientific
prediction is sufficient. It shows that a general definition of confirmation by
reference to successful prediction becomes circular; indecd, in order to make the
original formulation of the prediction-criterion of confirmation sufficiently
comprehensive, we should have to replace the phrase “can be logically deduced”
by “can be obtained by a series of steps of deduction and quasi-induction”;
and the definition of “‘quasi-induction” in the above sense presupposes the concept
of confirmation.

Let us note, as a by-product of the preceding consideration, that an adequate
analysis of scientific prediction (and analogously, of scientific explanation, and
of the testing of empirical hypotheses) requires an analysis of the concept of
confirmation. The reason may be restated in general terms as follows: Scientific

35. Thus, in the illustration given in the preceding footnote, the hypothesis that the
object a will attract every piece of iron might be accepted as sufficiently well substantiated by,
though by no means derivable from, an observation report to the effect that in tests a did attract
the iron objects b, ¢, and d.

36. The prefix *quasi” is to contradistinguish the procedure in question from so-called
induction, which is usually supposed to be a method of discovering, or inferring, general
regularities on the basis of a finite number of instances. In quasi-induction, the hypothesis is
not “discovered"” but has to be given in addition to the obscrvation report; the process consists
in the acceptance of the hypothesis if it is deemed sufficiently confirmed by the observation
report. Cf. also the discussion in section 1¢, above.
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laws and theories, as a rule, connect terms which lie on the level of abstract
theoretical constructs rather than on that of direct observation; and from ob-
servation sentences, no merely deductive logical inference leads to statements
about theoretical constructs, which can serve as starting points for scientific
predictions; statements about theoretical constructs, such as ‘This picce of iron
is magnetic’ or ‘Here, a plane-polarized ray of light traverses a quartz crystal
can be confirmed, but not entailed, by observation reports. Thus, even though
based on general scientific laws, the prediction of new observational findings by
means of given ones is a process involving confirmation in addition to logical
deduction.??

8. CONDITIONS OF ADEQUACY FOR ANY DEFINITION OF CON-
FIRMATION

The two most customary conceptions of confirmation, which were rendered
explicit in Nicod’s criterion and in the prediction criterion, have thus been found
unsuitable for a general definition of confirmation. Besides this negative result,
the preceding analysis has also exhibited certain logical characteristics of scientific
prediction, explanation, and testing, and it has led to the establishment of certain
standards which an adequate definition of confirmation has to satisfy. These
standards include the equivalence condition and the requirement that the
definition of confirmation be applicable to hypotheses of any degree of logical
complexity, rather than to the simplest type of universal conditional only. An
adequate definition of confirmation, however, has to satisfy several further
logical requirements, to which we now turn.

First of all, it will be agreed that any sentence which is logically entailed by
a given observation report has to be considered as confirmed by that report:
entailment is a special case of confirmation. Thus, e.g., we want to say that
the observation report ‘a is black’ confirms the sentence (hypothesis) ‘a is black
or grey’; and—to refer to one of the illustrations given in the preceding
section—the observation sentence ‘Ry(a, b)’ should certainly be confirming
evidence for the sentence ‘(Ez)R,(a, 2)’. We are therefore led to the stipulation
that any adequate definition of confirmation must insure the fulfilment of the

37. In the above sketch of the structure of scientific prediction, we have disregarded the
fact that in practically every case where a prediction is said to be obtained by means of a certain
hypothesis or theory, a considerable body of auxiliary theories is used in addition. Thus,
the prediction of observable effects of the deflection of light in the gravitational field of the sun
on the basis of the general theory of relativity requires such auxiliary theorics as mechanics and
optics. But an explicit consideration of this fact would not affect our result that scientific predic-
tions, even when based on hypotheses or theorics of universal form, still are not purely deductive
in character, but involve quasi-inductive steps as well.
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(8.1) ENTAILMENT CONDITION. Any sentence which is entailed by an obser-
vation report is confirmed by it.38

This condition is suggested by the preceding consideration, but of course not
proved by it. To make it a standard of adequacy for the definition of confirmation
means to lay down the stipulation that a proposed definition of confirmation will
be rejected as logically inadequate if it is not constructed in such a way that (8.1)
is unconditionally satisfied. An analogous remark applies to the subsequently
proposed further standards of adequacy.

Second, an observation report which confirms certain hypotheses would
invariably be qualified as confirming any consequence of those hypotheses.
Indeed: any such consequence is but an assertion of all or part of the combined
content of the original hypotheses and has therefore to be regarded as confirmed
by any evidence which confirms all of the latter. This suggests the following
condition of adequacy:

(8.2) ConseQUENCE CoNDITION. If an observation report confirms every one of
a class K of sentences, then it also confirms any sentence which is a logical con-
sequence of K.

If (8.2) is satisfied, then the same is true of the following two more special
conditions:

(8.21) SeeciAL CONSEQUENCE CONDITION. If an observation report confirms a
hypothesis H, then it also confirms every consequence of H.

(8.22) EQuivALENCE CoNDITION. If an observation report confirms a hypothesis
H, then it also confirms every hypothesis which is logically equivalent with H.

(8.22) follows from (8.21) in view of the fact that equivalent hypotheses are
mutual consequences of each other. Thus, the satisfaction of the consequence
condition entails that of our earlier equivalence condition, and the latter loses its
status of an independent requirement.

In view of the apparent obviousness of these conditions, it is interesting to
note that the definition of confirmation in terms of successful prediction, while
satisfying the equivalence condition, would violate the consequence condition.
Consider, for example, the formulation of the prediction criterion given in the

38. As a consequence of this stimpulation, a contradictory observation report, such as
[Black(a), ~ Black(a)] confirms cvery sentence, because it has every sentence as a consequence.
Of course, it is possible to exclude contradictory observation reports altogether by a slight re-
striction of the definition of ‘observation report’. There is, however, no important reason to
do so.
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earlier part of the preceding section. Clearly, if the observational findings B,
can be predicted on the basis of the findings B, by means of the hypothesis H,
the same prediction is obtainable by means of any equivalent hypothesis, but not
generally by means of a weaker one.

On the other hand, any prediction obtainable by means of H can obviously
also be established by means of any hypothesis which is stronger than H, ie.
which logically entails H. Thus while the consequence condition stipulates in
effect that whatever confirms a given hypothesis also confirms any weaker hypo-
thesis, the relation of confirmation defined in terins of successful prediction
would satisfy the condition that whatever confirms a given hypothesis also con-
firms every stronger one.

But is this “converse consequence condition,” as it might be called, not
reasonable enough, indeed should it not be included among our standards of
adequacy for the definition of confirmation: The second of these two suggestions
can be readily disposed of: The adoption of the new condition, in addition to
(8.1) and (8.2), would have the consequence that any observation report B would
confirm any hypothesis H whatsoever. Thus, e.g., if B is the report ‘a is a raven’
and H is Hooke’s law, then, according to (8.1), B confirms the sentence ‘a is 2
raven’; hence B would, according to the converse consequence condition, con-
firm the stronger sentence ‘a is a raven, and Hooke’s law holds’; and finally, by
virtue of (8.2), B would confirm H, which is a consequence of the last sentence.
Obviously, the same type of argument can be applied in all other cases.

But is it not true, after all, that very often obscrvational data which confirma
hypothesis H are considered also as confirming a stronger hypothesis? Is it not
true, for example, that those experimental findings which confirm Galileo’s law,
or Kepler’s laws, are considered also as confirming Newton’s law of gravitation 239
This is indeed the case, but it does not justify the acceptance of the converse
conscquence condition as a gencral rule of the logic of confirmation; for in the
cases just mentioned, the weaker hypothesis is connected with the stronger one
by a logical bond of a particular kind: it is essentially a substitution instance of
the stronger one; thus, e.g., while the law of gravitation refers to the force ob-
taining between any two bodics, Galileo’s law is a specialization referring to the
case where one of the bodies is the carth, the other an object near its surface. In
the preceding case, however, wherc Hooke’s law was shown to be confirmed
by the observation report that a is a raven, this situation does not prevail; and
here, the rule that whatever confirmsa given hypothesisalso confirms any stronger

39. Strictly speaking, Galileo's law and Kepler's laws can be deduced from the law of
gravitation only if certain additional hypotheses—including the laws of motion—are pre-
supposed ; but this does not affect the point under discussion.
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one becomes an entirely absurd principle. Thus, the converse consequence con-
dition does not provide a sound general condition of adequacy.°
A third condition remains to be stated:4!

(8.3) Consistency ConwitioN. Every logically consistent observation report
is logically compatible with the class of all the hypotheses which it confirms.

The two most important implications of this requirement are the following:
(8.31) Unless an observation report is self~contradictory,* it does not confirm
any hypothesis with which it is not logically compatible.

(8.32) Unless an observation report is self~contradictory, it does not confirm any
hypotheses which contradict each other.

The first of these corollaries will readily be accepted; the second, however,—
and consequently (8.3) itself—will perhaps be felt to embody a too severe restrict-
tion. It might be pointed out, for example, that a finitc set of measurements
concerning the changes of one physical magnitude, x, associated with those of

another, y, may conform to, and thus be said to confirm, several different
hypotheses as to the particular mathematical function in terms of which the
relationship of x and y can be expressed; but such hypotheses are incompatible
because to at least one value of x, they will assign different values of y.

No doubt it is possible to liberalize the formal standards of adequacy in line
with these considerations. This would amount to dropping (8.3) and (8.32) and
retaining only (8.31). One of the effects of this measure would be that when a

logically consistent observation report B confirms each of two hypotheses, it

40. William Barrett, in a paper entitled *Discussion on Dewey's Logic” (The Philo-
sophical Review, vol. 50,1941, pp. 305 ff., esp. p. 312) raises some questions closely related to what
we have called above the consequence condition and the converse consequence condition.
In fact, he invokes the latter (without stating it explicitly) in an argument which is designed to
show that “not every observation which confirms a sentence need also confirm all its conse-
quences,” in other words, that the special consequence condition (8.21) need not always be
satisfied. He supports his point by reference to “‘the simplest casc: the sentence ‘C’ is an abbrevia-
tion of ‘A-B’, and the observation O confirms ‘A’, and so ‘C’, but is irrelevant to ‘B’, whichisa
consequence of ‘C’."” (Italics minc).

For reasons contained in the above discussion of the consequence condition and the converse
consequence condition, the application of the latter in the case under consideration scems to me
unjustifiable, so that the illustration does not prove the author’s point; and indecd, there seems
to be cvery reason to preserve the unrc.tricted validity of the consequence condition. As a
matter of fact, Barrett himself argucs that *“the degree of confirmation for the consequence of a
sentence cannot be less than that of the sentence itself ™ ; this is indeed quite sound;; but it is hard
to see how the recognition of this principle can be reconciled with a renunciation of the special
consequence condition, which may be considered simply as its correlate for the nongraduated
relation of confirmation.

41. For a fourth condition, sec note 46.
42. A contradictory obscrvation report confirms every hypothesis (¢f. note 38) and is, of
course, incompatible with every one of the hypotheses it confirms.
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does not necessarily confirm their conjunction; for the hypotheses might be
mutually incompatible, hence their conjunction self-contradictory; conse-
quently, by (8.31), B could not confirm it. This consequence is intuitively
rather awkward, and one might thercfore fecl inclined to suggest that while
(8.3) should be dropped and (8.31) retained, (8.32) should be replaced by the
requirement (8.33): If an observation sentence confirms each of two hypotheses,
then it also confirms their conjunction. But it can readily be shown that by virtue
of (8.2) this set of conditions entails the fulfilment of (8.32).

If, therefore, the condition (8.3) appears to be too rigorous, the most obvious
alternative would seem to lie in replacing (8.3) and its corollaries by the much
weaker condition (8.31) alone. [Added in 1970: But as G. L. Masscy has pointed
out to me, satisfaction of (8.1), (8.2), and (8.31) logically implies satisfaction of
(8.3); hence, that alternative fails.] One of the advantages of a definition which
satisfies (8.3) is that it sets a limit, so to speak, to the strength of the hypotheses
which can be confirmed by given evidence.4s

The remainder of the present study, therefore, will be concerned exclusively
with the problem of establishing a definition of confirmation which satisfies the
more severe formal conditions represented by (8.1), (8.2), and (8.3) together.

The fulfilment of these requirements, which may be regarded as general
laws of the logic of confirmation, is of course only a necessary, not a sufficient,
condition for the adequacy of any proposed definition of confirmation. Thus,
e.g., if ‘B confirms H’ were defined as meaning ‘B logically entails H’, then the
above three conditions would clearly be satisfied; but the definition would
not be adequate because confirmation has to be a more comprehensive relation
than entailment (the latter might be referred to as the special case of conclusive
confirmation). Thus, a definition of confirmation, to be acceptable, also has to be
materially adequate: it has to provide a reasonably close approximation to that
conception of confirmation which is implicit in scientific procedure and method-
ological discussion. That conception is vague and to some extent quite unclear,
as I have tried to show in earlier parts of this paper; therefore, it would be too
much to expect full agreement as to whether a proposed definition of confirm-
ation is materially adequate. On the other hand, there will be rather generalagree-
ment on certain points; thus, e.g., the identification of confirmation with entail-
ment, or the Nicod criterion of confirmation as analyzed above, or any defini-
tion of confirmation by reference to a “sense of evidence,” will probably now
be admitted not to be adequate approximations to that concept of confirmation
which is relevant for the logic of science.

43. This was pointed out to me by Dr. Nelson Goodman. The definition later to be outlined
in this essay, which satisfies conditions (8.1), (8.2) and (8.3), lends itself, however, to certain
generalizations which satisfy only the more liberal conditions of adequacy just considered.
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On the other hand, the soundness of the logical analysis (which, in a clear
sense, always involves a logical reconstruction) of a theoretical concept cannot
be gauged simply by our feclings of satisfaction at a certain proposed analysis;
and if there are, say, two alternative proposals for defining a term on the basis of
alogical analysis, and if both appear to come fairly close to the intended meaning,
then the choice has to be made largely by reference to such features as the logical
properties of the two reconstructions, and the comprehensiveness and simplicity

of the theories to which they lead.

9. THE SATISFACTION CRITERION OF CONFIRMATION

As has been mentioned before, a precise definition of confirmation requires
reference to some definite “language of science,” in which all observation reports
and all hypotheses under consideration are assumed to be formulated, and whose
logical structure is supposed to be precisely determined. The more complex this
language, and the richer its logical means of expression, the more difficult it will
be, as a rule, to establish an adequate definition of confirmation for it. However,
the problem has been solved at least for certain cases: With respect to languages
of a comparatively simple logical structure, it has been possible to construct an
explicit definition of confirmation which satisfies all of the above logical require-
ments, and which appears to be intuitively rather adequate. An exposition of the
technical details of this definition has been published elsewhere;* in the present
study, which is concerned with the general logical and methodological aspects
of the problem of confirmation rather than with technical details, it will be

44. In my article referred to in note 1. The logical structure of the languages to which the
definition in question is applicable is that of the lower functional calculus with individual con-
stants, and with predicate constants of any degree. All sentences of the language are assumed
to be formed exclusively by means of predicate constants, individual constants, individual
variables, universal and cxistential quantificrs for individual variables, and the connective
symbols of denial, conjunction, alternation, and implication. The use of predicate variables or
of the identity sign is not permitted.

As to the predicate constants, they are all assumed to belong to the observational vocab-
ulary, i.e. to denote properties or relations observable by means of the accepted techniques.
(“Abstract” predicate terms are supposcd to be defined by means of thosc of the observational
vocabulary and then actually to be replaced by their definientia, so that they never occur ex-
plicitly.)

As a consequence of these stipulations, an observation report can be characterized simply
as a conjunction of sentences of the kind illustrated by ‘P(a)’, * ~ P(b)’, ‘R(c, d)’,‘~ R(e, f)’, etc.,
where ‘P’, ‘R’, ctc., belong to the observational vocabulary, and ‘a’, V', °¢, ‘d’, °¢’, ‘f*, etc., are
individual names, denoting specific objects. It is also possible to define an observation report
more liberally as any sentence containing no quantifiers, which means that besides conjunctions

also alternations and implication sentences formed out of the above kind of components are
included among the observation reports.
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attempted to characterize the definition of confirmation thus obtained as clearly
as possible with a minimum of technicalities.

Consider the simple case of the hypothesis H: ‘(x)(Raven(x) o Black(x))’,
where ‘Raven’ and ‘Black’ are supposed to be terms of our observational vocab-
ulary. Let B be an observation report to the effect that Raven(a) - Black(a) -
~ Raven(c) - Black(c) - ~ Raven(d) - ~ Black(d). Then B may be said to confirm
Hin the following sense: Therc are three objects mentioned in B, namely 4, ¢, and
d; and as far as these are concerned, Binforms us that all those which are ravens (i.e.
just the object a) are also black.# In other words, from the information contained
in B we can infer that the hypothesis H does hold true within the finite class of
those objects which are mentioned in B.

Let us apply the same consideration to a hypothesis of a logically more
complex structure. Let H be the hypothesis ‘Everybody likes somebody’; in
symbols: ‘(x)(Ey)Likes(x, y)’, i.e. ‘For every (person) x, there exists at least one
(not necessarily different person) y such that x likes y’. (Here again, ‘Likes’ is
supposed to be a relation term which occurs in our observational vocabulary.)
Suppose now that we are given an observation report B in which the names
of two persons, say ‘¢’ and ‘f’, occur. Under what conditions shall we say that B
confirms H: The previous illustration suggests the answer: If from B we can
infer that H is satisfied within the finite class {e, f} ; i.e., that within {e.f} everybody
likes somebody. This in turn means that e likes e or f, and flikes e or f. Thus, B
would be said to confirm H if B entailed the statement ‘e likes e or f, and f likes
e or . This latter statement will be called the development of H for the finite
class {e, }.

The concept of development of a hypothesis, H, for a finite class of individuals, C,
can be defined precisely by recursion; here it will suffice to say that the develop-
ment of H for C states what H would assert if there existed exclusively those
objects which are elements of C. Thus, e.g., the development of the hypothesis
H,="[(x)(P(x) v Q(*)] (i-e. ‘Every object has the property P or the property Q')
for the class {a, b} is ‘[P(a) v Q(a)] - [P(b) v Q(b)]’ (i-e. ‘a has the property P or
the property Q, and b has the property P or the property Q’); the development
of the existential hypothesis H, that at least one object has the property P, i.e.
‘(Ex)P(x)’, for {a, b} is ‘P(a) v P(b)’; the development of a hypothesis which
contains no quantifiers, such as Hy: ‘P(c) v K(c)’ is defined as that hypothesis itself,
no matter what the reference class of individuals is.

A more detailed formal analysis based on considerations of this type leads
to the introduction of a general relation of confirmation in two steps; the first

45. I am indebted to Dr. Nelson Goodman for having suggested this idea; it initiated all
those considerations which finally led to the definition to be outlined below.
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consists in defining a special relation of direct confirmation along the lines just
indicated; the second step then defines the general relation of confirmation by
reference to direct confirmation.

Omitting minor details, we may summarize the two definitions as follows:

(9.1Df). An observation report B directly confirms a hypothesis H if B entails
the development of H for the class of those objects which arc mentioned in B.

(9.2 Df.) An observation report B confirms a hypothesis H if H is entailed by
a class of sentences each of which is dircctly confirmed by B.

The criterion expressed in these definitions might be called the satisfaction
criterion of confirmation because its basic idca consists in construing a hypothesis as
confirmed by a given obscrvation report if the hypothesis is satisficd in the finite
class of those individuals which are mentioned in the report.

Let us now apply the two definitions to our last examples: The obscrvation
report B, : ‘P(a) . Q(b)’ directly confirms (and therefore also confirms) the hypo-
thesis H,, becausc it entails the development of H, for the class {a, b}, which was
given above. The hypothesis Hy is not directly confirmed by B, because its
development, i.c. Hy itself, obviously is not entailed by By. However, Hy is
entailed by H,, which is directly confirmed by B,; hence, by virtue of (9.2), B,
confirms Hy. Similarly, it can readily be seen that B, dircctly confirms H,.

Finally, to refer to the first illustration in this section: The observation report
‘Raven(a) * Black(a) - ~ Raven(c) - Black(c) -+ ~ Raven(d) - ~ Black(d)’ con-
firms (even dircctly) the hypothesis ‘(x)[Raven(x) D Black(x)]’, for it entails
the development of the latter for the class {a, ¢, d}, which can be written as
follows: ‘[Raven(a) > Black(a)] - [Raven(c) D Black(c)] - [Raven (d) D Black(d)]'.

It is now casy to definc disconfirmation and ncutrality:

(9.3 Df.) An obscrvation report B disconfirms a hypothesis Hif it confirms the
denial of H.

(9.4 Df) An obscrvation report B is neutral with respect to a hypothesis H
if B neither confirms nor disconfirms H.

By virtue of the criteria laid down in (9.2), (9.3), (94), every consistent
observation report B divides all possible hypotheses into threc mutually ex-
clusive classes: thosc confirmed by B, those disconfirmed by B, and those with
respect to which B is ncutral.

The definition of confirmation here proposed can be shown to satisfy all the
formal conditions of adequacy embodied in (8.1), (8.2), and (8.3) and their
consequences. For the condition (8.2) this is easy to see; for the other conditions
the proof is more complicated.4¢

46. For these proofs, see the article referred to in note 1. I should like to take this oppor-

tunity to point out and to remedy a certain defect of the definition of confirmation which was
(continued overleaf )
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Furthermore, the application of the above definition of confirmation is not
restricted to hypotheses of universal conditional form (as Nicod’s criterion is,
for example), nor to universal hypotheses in general; it applies, in fact, to any
hypothesis which can be expressed by means of property and relation terms of
the observational vocabulary of the given language, individual names, the
customary connective symbols for ‘not’, ‘and’, ‘or’, ‘if-then’, and any number of
universal and existential quantifiers.

Finally, as is suggested by the preceding illustrations as well as by the general
considerations which underlie the establishment of the above definition, it
seems that we have obtained a definition of confirmation which is also materially

developed in that article, and which has been outlined above: this defect was brought to my
attention by a discussion with Dr. Olaf Helmer.

It will be agreed that an acceptable definition of confirmation should satisfy the following
further condition which might well have been included among the logical standards of ade-
quacy set up in section 8 above: (8.4) If B, and B, are logically equivalent observation reports
and B, confirms (disconfirms, is ncutral with respect to) a hypothesis H, then B,, too, confirms
(disconfirms, is ncutral with respect to) H. This condition is indeed satisfied if observation
reports are construed, as they have been in this article, as classes or conjunctions of observation
sentences. As was indicated at the end of note 44, however, this restriction of observation
reports to a conjunctive form is not essential; in fact, it has been adopted here only for greater
convenience of exposition, and all the preceding results, including especially the definitions and
theorems of the present section, remain applicable without change if observation reports are
defined as sentences containing no quantifiers. (In this case, if ‘P’ and ‘Q’ belong to the obser-
vational vocabulary, such sentences as ‘P(a) v Q(a)’, ‘P(a) v ~ Q(b)’, etc., would qualify as
observation reports.) This broader conception of observation reports was therefore adopted
in the article referred to in note 1; but it has turned out that in this case, the definition of con-
firmation summarized above does not generally satisfy the requirement (8.4). Thus, e.g., the
observation reports, By = ‘P(a)’ and B, = ‘P(a) - [Q(b) v ~ Q(b)]' are logically equivalent,
but while B, confirms (and even directly confirms) the hypothesis H, = ‘(x)P(x)’, the second
report does not do so, essentially because it does not entail ‘P(a) . P(b)’, whichis the development

of H, for the class of those objects mentioned in B,. This deficiency can be remedied as follows:
The fact that B, fails to confirm H, is obviously due to the circumstance that B, contains the indi-
vidual constant ‘b’, without asserting anything about b: The object b is mentioned only in an
analytic component of B,. The atomic constituent ‘Q(b)’ will therefore be said to occur (twice) in-
essentially in By. Generally, anatomic constituent A of a molecular sentence S will be said to occur
incssentially in Sif by virtue of the rules of the sentential calculus S is equivalent to a molecular
sentence in which A does not occur at all. Now an object will be said to be mentioned inessen-
tially in an observation report if it is mentioned only in such components of that report as occur
inessentially in it. The sentential calculus provides mechanical procedures for deciding whether
a given observation report mentions any object inessentially, and for establishing equivalent
formulations of the same report in which no object is mentioned inessentially. Finally, let us
say that an object is mentioned cssentially in an observation report if it is mentioned, but not
only mentioned incssentially, in that report. Now we replace 9.1 by the following definition:
(9.1a) An obscrvation report B directly confirms a hypothesis H if B entails the develop-
ment of H for the class of thosc objects which are mentioned esscntially in B.
The concept of confirmation as defined by (9.14) and (9.2) now satisfies (8.4 in addition
to (8.1, (8.2), (8.3) even if obscrvation reports are construed in the broader fashion character-
ized carlier in this footnote.
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adequate in the sense of being a reasonable approximation to the intended
meaning of confirmation.

A brief discussion of certain special cases of confirmation might serve to
shed further light on this latter aspect of our analysis.

10. THE RELATIVE AND THE ABSOLUTE CONCEPTS OF VERIFI-
CATION AND FALSIFICATION

If an observation report entails a hypothesis H, then, by virtue of (8.1), it
confirms H. This is in good agrecment with the customary conception of con-
firming evidence; in fact, we have here an extreme case of confirmation, the
case where B conclusively confirms H; this case is realized if, and only if, B entails H.
We shall then also say that B verifies H. Thus, verification is a special case of con-
firmation; it is a logical relation between sentences; more specifically, it is simply
the relation of entailment with its domain restricted to observation sentences.

Analogously, we shall say that B conclusively disconfirms H, or B falsifies H, if
and only if B is incompatible with H; in this case, B entails the denial of H and
therefore, by virtue of (8.1) and (9.3), confirms the denial of Hand disconfirms H.
Hence, falsification is a special case of disconfirmation; it is the logical relation
of incompatibility between sentences, with its domain restricted to observation
sentences.

Clearly, the concepts of verification and falsification as here defined are relative;
a hypothesis can be said to be verified or falsified only with respect to some ob-
servation report; and a hypothesis may be verified by one observation report
and may not be verified by another. There are, however, hypotheses which
cannot be verified and others which cannot be falsified by any observation
report. This will be shown presently. We shall say that a given hypothesis is
verifiable (falsifiable) if it is possible to construct an observation report which
verifies (falsifies) the hypothesis. Whether a hypothesis is verifiable, or falsifiable,
in this sense depends exclusively on its logical form. Briefly, the following cases
may be distinguished:

(a) Ifa hypothesis does not contain the quantifier terms ‘all’ and ‘some’ or their
symbolic equivalents, then it is both verifiable and falsifiable. Thus, e.g., the
hypothesis ‘Object a turns blue or green’ is entailed and thus verified by the report
‘Object a turns blue’; and the same hypothesis is incompatible with, and thus
faksified by, the report ‘Object a turns neither blue nor green’.

(b) A purely existential hypothesis (i.e. one which can be symbolized by a
formula consisting of one or more existential quantifiers followed by a sentential
function containing no quantifiers) is verifiable, but not falsifiable, if—asis usually
assumed—the universe of discourse contains an infinite number of objects.
Thus, e.g., the hypothesis “There are blue roses’ is verified by the observation
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report ‘Object a is a blue rose’, but no finite observation report can cver contra-
dict and thus falsify the hypothesis.

(c) Conversely, a purely universal hypothesis (symbolized by a formula
consisting of one or more universal quantifiers followed by a sentential function
containing no quantifiers) is falsifiable but not verifiable for an infinitc universe
of discourse. Thus, e.g., the hypothesis ‘(x)[Swan(x) D White(x)]’ is completely
faksified by the observation report {Swan(a), ~ White(a)}; but no finite obser-
vation report can entail and thus verify the hypothesis in question.

(d) Hypotheses which cannot be expressed by sentences of onc of the three
types mentioned so far, and which in this sense require both universal and
existential quantifiers for their formulation, are as a rule neither verifiable nor
falsifiable.#” Thus, c.g., the hypothesis ‘Every substance is soluble in some solvent’
—symbolically ‘(x)(Ey)Soluble(x, y)’—is neither entailed by nor incompatible
with any observation report, no matter how many cases of solubility or non-
solubility of particular substances in particular solvents the report may list. An
analogous remark applies to the hypothesis ‘You can fool some of the people
all of the time’, whose symbolic formulation ‘(Ex)(t)Fl(x,)’ contains one exist-
ential and one universal quantifier. But of course, all of the hypotheses belonging
to this fourth class are capable of being confirmed or disconfirmed by suitable
observation reports; this was illustrated early in section 9 by reference to the
hypothesis ‘(x)(Ey)Likes(x, y)'.

This rather detailed account of verification and falsification has been presen-
ted not only in the hope of further elucidating the meaning of confirmation and
disconfirmation as defined above, but also in order to provide a basis for a sharp
differentiation of two meanings of verification (and similarly of falsification)
which have not always been clearly separated in recent discussions of the character
of empirical knowledge. One of the two meanings of verification which we
wish to distinguish here is the relative concept just explained; for greater clarity
we shall sometimes refer to it as relative verification. The other meaning is what
may be called absolute or definitive verification. This latter concept of verification
does not belong to formal logic, but rather to pragmatics: it refers to the accep-
tancc of hypotheses by observers or scicentists, ctc., on the basis of relevant
cvidence. Generally speaking, we may distinguish three phases in the scientific
test of a given hypothesis (which do not necessarily occur in the order in which
they arc listed here). The first phase consists in the performance of suitable

47. A more precise study of the conditions of nonverifiability and nonfalsifiability would
involve technicalities which are unnecessary for the purposes of the present study. Not all
hypotheses of the type described in (d) are neither verifiable nor falsifiable; thus, e.g., the hypo-
thesis ‘(x)(Ey)[P(x) v Q(y)I' is verified by the report ‘Q(a)’, and the hypothesis ‘(x)(Ey)[(P(x) -
Q)] is falsified by ‘~P(a)'.
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experiments or obscrvations and the ensuing acceptance of obscrvation reports
stating the results obtained; the next phase consists in confronting the given
hypothesis with the accepted observation reports, i.e. in ascertaining whether the
latter constitute confirming, disconfirming or irrelevant evidence with respect
to the hypothesis; the final phase consists either in accepting or rejecting the
hypothesis on the strength of the confirming or disconfirming evidence con-
stituted by the accepted obscrvation reports, or in suspending judgment,
awaiting the establishment of further relevant evidence.

The present study has been concerned almost exclusively with the second
phase. As we have seen, this phase is of a purely logical character; the standards of
evaluation here invoked—namely the criteria of confirmation, disconfirmation
and ncutrality—can be completely formulated in terms of concepts belonging
to pure logic.

The first phase, on the other hand, is of a pragmatic character; it involves
no logical confrontation of sentences with other sentences. It consists in perform-
ing certain cxperiments or systcmatic observations and noting the results. The
latter are expressed in sentences which have the form of observation reports,
and their acceptance by the scientist is connected (by causal, not by logical
relations) with experiences occurring in those tests. Of course, a sentence which
has the form of an observation report may in certain cases be accepted, not on
the basis of dircct observation, but becausc it is confirmed by other observation
reports which were previously established; but this process is illustrative of the
second phase, which was discussed before. Here we are considering the case
where a sentence is accepted directly “on the basis of experiential findings”
rather than because it is supported by previously established statements.

The third phase, too, can be construed as pragmatic, namely as consisting
ina decision on the part of a scientist or a group of scientists to accept (or reject,
or leave in suspense, as the case may be) a given hypothesis after ascertaining
what amount of confirming or of disconfirming evidence for the hypothesis is
contained in the totality of the accepted observation sentences. However, it may
well be attempted to give a reconstruction of this phase in purely logical terms.
This would require the establishment of general “rules of acceptance”. Roughly
speaking, these rules would statc how well a given hypothesis has to be confirmed
by the accepted obscrvation reports to be scientifically acceptable itsclf;48 i.e.
the rules would formulate criteria for the acceptance or rejection of a hypothesis
by reference to the kind and amount of confirming or disconfirming cvidence
for it embodied in the totality of accepted observation reports. Possibly, these

48. A stimulating discussion of some aspects of what we have called rules of acceptance
is contained in an article by Felix Kaufmann, “The Logical Rules of Scientific Procedure”,
Philosophy and Phenomenological Research, june, 1942,
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criteria would also refer to such additional factors as the simplicity of the hypo-
thesis in question, the manner in which it fits into the system of previously
accepted theories, etc. It is at present an open question to what extent a satis-
factory system of such rules can be formulated in purely logical terms.4®
At any rate, the acceptance of a hypothesis on the basis of a sufficient body
of confirming evidence will as a rule be tentative, and will hold only “untl
furthernotice,” i.e. with the proviso that if new and unfavorable evidence should
turn up (in other words, if new observation reports should be accepted which
disconfirm the hypothesisin question) thehypothesis will be abandoned again.
Are there any exceptions to this rule? Are there any empirical hypotheses
which are capable of being established definitively, hypotheses such that we can

49. The preceding division of the test of an empirical hypothesis into three phases may
prove useful for the clarification of the question whether or to what extent an empiricist concep-
tion of confirmation implies a *“coherence theory of truth.” This issue has recently been
raised by Bertrand Russell, who, in chap. x of his Inquiry into Meaning and Truth, has levelled
a number of objections against the views of Otto Neurath on this subject (¢f. the articles men-
tioned in the next footnote), and against statements made by myself in articles published in
Analysis in 1935 and 1936. I should like to add here a few, necessarily brief, comments on this
issue.

(1) While, in the articles in Analysis, I argued in cffect that the only possible interpretation

of the phrase ‘Sentence S is truc’ is ‘S is highly confirmed by accepted observation reports’,
Ishould now reject this view. As the work of A. Tarski, R. Carnap, and others has shown, itis
possible to define a semantical concept of truth which is not synonymous with that of strong
confirmation, and which corresponds much more closely to what has customarily been
referred to as truth, especially in logic, but also in other contexts. Thus, e.g., if S is any empiri-
cal sentence, then cither S or its denial is true in the semantical sense, but clearly it is possible
that neither S nor its denial is highly confirmed by available evidence. To assert that a hypoth-
esis is true is equivalent to asserting the hypothesis itself; therefore the truth of an emipircal
hypothesis can be ascertained only in the sense in which the hypothesis itself can be established:
i.e. the hypothesis—and thereby ipso facto its truth—can be more or less well confirmed by
empirical evidence; there is no other access to the question of the truth of a hypothesis.

In the light of these considerations, it seems advisable to me to reserve the term ‘truth’ for
the semantical concept ; I should now phrase the statements in the Analysis articles as dealing
with confirmation. (For a brief and illuminating survey of the distinctive characteristics of
truth and confirmation, see R. Carnap, *“‘Wahrheit and Bewihrung,” Actes I” Congrés Internat.
de Philosophie Scientifiqgue 1935, vol. 4; Paris, 1936).

(2) It is now clear also in what sense the test of a hypothesis is a matter of confronting
sentences with sentences rather than with “facts”, or a matter of the *“coherence” of the hypo-
thesisand the accepted basic sentences : All thelogical aspects of scientific testing, i.e. all the criteria
governing the second and third of the three phases distinguished above, are indeed concerned
only with certain relationships between the hypotheses under test and certain other sentences
(namely the accepted observation reports); no reference to extra-linguistic “facts” is needed.
On the other hand, the first phase, the acceptance of certain basic sentences in connection with
certain experiments or observations, involves, of course, extra-linguistic procedures; but this
had been explicitly stated by the author in the articles referred to before. The claim that the views
concerning truth and confirmation which are held by contemporary logical empiricism involve
a coherence theory of truth is therefore mistaken.
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be sure that once accepted on the basis of experiential evidence, they will never
have to be revoked : Hypotheses of this kind will be called absolutely or defini-
tively verifiable; and the concept of absolute or definitive falsifiability will be
construed analogously.

While the existence of hypotheses which are relatively verifiable or relatively
falsifiable is a simple logical fact, which was illustrated in the beginning of this
section, the question of the existence of absolutely verifiable, or absolutely
falsifiable, hypotheses is a highly controversial issue which has received a great
deal of attention in recent empiricist writings.>® As the problem is only loosely
connected with the subjectof this essay, I shall restrict myself heretoa few general
observations.

Let it be assumed that the language of science has the general structure
characterized and presupposed in the previous discussions, especially in section 9.
Then it is reasonable to expect that only suchhypothesescan possibly beabsolutely
verifiable as are relatively verifiable by suitable observation reports; hypotheses
of universal form, for example, which are not even capable of relative verification,
certainly cannot be expected to be absolutely verifiable. In however many
instances such a hypothesis may have been borne out by experiential findings,
it is always possible that new evidence will be obtained which disconfirms the
hypothesis. Let us, therefore, restrict our search for absolutely verifiable hypo-
theses to the class of those hypotheses which are relatively verifiable.

Suppose now that H is a hypothesis of this latter type, and that it is relatively
verified, i.e. logically entailed, by an observation report B, and that the latter is
accepted in science as an account of the outcome of some experiment or obser-
vation. Can we then say that H is absolutely verified; that it will never be
revoked: Clearly, that depends on whether the report B has been accepted
irrevocably, or whether it may conceivably suffer the fate of being disavowed
later. Thus the question as to the existence of absolutely verifiable hypotheses
leads back to the question of whether all, or at least some, observation reports
become irrevocable parts of the system of science once they have been accepted
in connection with certain observations or experiments. This question is not

50. Cf. especially A. Ayer, The Foundations of Empirical Knowledge (New York, 1940); see
also the same author’s article, *‘Verification and Experience,” Proceedings of the Aristotelian
Society for 1937. R. Carnap, *‘Ueber Protokollsitze,” Erkenntnis, vol. 3 (1932), and § 82 of the
same author’s The Logical Syntax of Language (New York and London, 1937). O. Neurath,
“Protokollsitze,” Erkenntnis, vol. 3 (1932); “Radikaler Physikalismus und “wirkliche Welt,”
Erkenntnis, vol. 4 (1934); “Pscudorationalismus der Falsifikation,” Erkenntuis, vol. 5 (1935).
K. Popper, Logik der Forschung (see note 3). H. Reichenbach, Experience and Prediction (Chicago,
1938), chap. iii. Bertrand Russell, An Inquiry into Meaning and Truth (New York, 1940), es-
pecially chaps. x and xi. M. Schlick, *Ueber das Fundament der Erkenntnis,” Erkenntnis, vol. 4
(1934).
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simply one of fact; it cannot adequately be answered by a descriptive account
of the research behavior of scientists. Here, as in all other cases of logical analysis
of science, the problem calls for a rational reconstruction of scicntific procedure,
i.e. for the construction of a consistent and comprehensive theoretical model
of scientific inquiry, which is then to serve as a system of reference, or a standard,
in the examination of any particular scientific rescarch. The construction of the
theoretical model has, of course, to take account of the characteristics of actual
scientific procedure, but it is not determined by the latter in the sense in which
a descriptive account of some scicntific study would be. Indeed, it is gencrally
agreed that scientists sometimes infringe the standards of sound scientific pro-
cedure; besides, for the sake of theorctical comprehensiveness and systematization,
the abstract model will have to contain certain idealized elements which cannot
possibly be determined in detail by a study of how scientists actually work. This
is true especially of observation reports. A study of the way in which laboratory
reports, or descriptions of other types of observational findings, are formulated
in the practice of scientific research is of interest for the choice of assumptions
concerning the form and the status of observation sentences in the model of
a language of science; but clearly, such a study cannot completely determine
what form observation sentences are to have in the theoretical model, nor
whether they are to be considered as irrevocable once they are accepted.

Perhaps an analogy may further elucidate this view concerning the character
of logical analysis: Suppose that we observe two persons whose language we
do not understand playing a game on some kind of chess board; and suppose
that we want to “reconstruct’ the rules of the game. A mere descriptive account
of the playing behavior of the individuals will not suffice to do this; indecd, we
should not even necessarily reject a theoretical reconstruction of the game
which did not always characterize accurately the actual moves of the
players: we should allow for the possibility of occasional violations of the rules.
Our reconstruction would rather be guided by the objective of obtaining a
consistent and comprehensive system of rules which are as simple as possible,
and to which the observed playing behavior conforms at least to a large extent.
In terms of the standard thus obtained, we may then describe and critically
analyze any concrete performance of the game.

The parallel is obvious; and it appears to be clear, too, that in both cases the
decision about various features of the theoretical model will have the character
of a convention, which is influenced by considerations of simplicity, consistency,
and comprehensiveness, and not only by a study of the actual procedure of
scientists at work.®

51. A clear account of the sense in which the results of logical analysis represent conventions
can be found in §§ 9-11 and 25-30 of K. Popper’s Logik der Forschung.
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This remark applies in particular to the question here under consideration,
namely whether “there are” in science any irrevocably accepted observation
reports (all of whose consequences would then be absolutely verified empirical
hypotheses). The situation becomes clearer when we put the question into this
form: Shall we allow, in our rational reconstruction of science, for the possi-
bility that certain observation reports may be accepted as irrevocable, or shall
the acceptance of all observation reports be subject to the “until further notice”
clause: In comparing the merits of the alternative stipulations, we would have
to investigate the extent to which each of them is capable of elucidating the
structure of scientific inquiry in termsof a simple, consistent theory. We do not
propose to enter into a discussion of this question here except for mentioning that
various considerations militate in favor of the convention that no observation
report is to be accepted definitively and irrevocably .52 If this alternative is chosen,
then not even those hypotheses which are entailed by accepted observation
reports are absolutely verified, nor are those hypotheses which are found in-
compatible with accepted obscrvation reports thereby absolutely falsified: in
fact, in this case, no hypothesis whatsoever would be absolutcly verifiable or
absolutely falsifiable. If, on the other hand, somc—or even all—observation
sentences are declared irrevocable once they have been accepted, then those
hypotheses entailed by or incompatible with irrcvocable observation sentences
will be absolutely verified, or absolutely falsified, respectively.

Itshould now be clear that the concepts of absolute and of relative verifiability
(andfalsifiability) differ fundamentally from each other. Failurcto distinguish them
has caused considerable misunderstanding in recent discussions on the nature
of scientific knowledge. Thus, e.g., K. Popper’s proposal to admit as scientific
hypotheses exclusively sentences which are (relatively) falsifiable by suitable
observation reports has been criticized by means of arguments which, in effect,
support the claim that scientific hypotheses should not be construed as being
absolutely falsifiable—a point that Popper had not denied. As can be seen from
our earlier discussion of relative falsifiability, however, Popper’s proposal to
limit scientific hypotheses to the form of (relatively) falsifiable sentences involves
a very severe restriction of the possible forms of scientific hypotheses.5® In
particular, it rules out all purcly existential hypotheses as well as most hypotheses
whose formulation requires both universal and cxistential quantification; and

52. Cf. especially the publications by Carnap, Neurath, and Popper mentioned in note 50;

also Reichenbach, loc. cit., section 9.

53. This was pointed out by R. Carnap; f. his review of Popper’s book in Erkenntnis, vol. 5

(1935), and “Testability and Mcaning,” §§ 25, 26. For a discussion of Popper’s falsifiability

criterion, sce for example H. Reichenbach, “Ucber Induktion and Wahrscheinlichkeit,” Er-

kenntnis, vol. 5 (1935); O. Neurath, ““Pscudorationalismus der Falsifikation,” Erkenntnis, vol. 5
(1935).



[46] CONFIRMATION, INDUCTION, AND RATIONAL BELIEF

it may be criticized on this account, for in terms of this theoretical reconstruction
of science it seems difficult or altogether impossible to give an adequate account
of the status and function of the more complex scientific hypotheses and theories.

What has been said above about the nature of the logical analysis of science
in general, applies to the present analysis of confirmation in particular: It is a
specific proposal for a systematic and comprehensive logical reconstruction of a
concept which is basic for the methodology of empirical science as well as for
epistemology. The need for a theoretical clarification of that concept was
evidenced by the fact that no general theoretical account of confirmation has
been available so far, and that certain widely accepted conceptions of confir-
mation involve difficulties so serious that it might be doubted whether a satisfac-
tory theory of the concept is at all attainable.

It was found, however, that the problem can be solved: A general definition
of confirmation, couched in purely logical terms, was developed for scientific
languages of a specified, relatively simple, logical character. The logical model
thus obtained appeared to be satisfactory in the sense of the formal and material
standards of adequacy that had been sct up previously.

I have tried to state the essential features of the proposed analysis and recon-
struction of confirmation as explicitly as possible in the hope of stimulating
a critical discussion and of facilitating further inquiries into the various issues
pertinent to this problem area. Among the open questions which seem to deserve
careful consideration, I should like to mention the exploration of concepts of
confirmation which fail to satisfy the general consistency condition; the extension
of the definition of confirmation to the case where even observation sentenccs
containing quantifiers are permitted; and finally the development of a definition
of confirmation for languages of a more complex logical structure than that
incorporated in our model.% Languages of this kind would provide a greater
variety of means of expression and would thus come closer to the high logical

complexity of the language of empirical science.

54. The languages to which our definition is applicable have the structure of the lower
functional calculus without identity sign ; it would be highly desirable so to broaden the general
theory of confirmation as to make it applicable to the lower functional calculus with identity,
or even to higher functional calculi; for it seems hardly possible to give a precise formulation
of more complex scientific theories without the logical means of expression provided by the

higher functional calculi.



POSTSCRIPT (1964) ON

CONFIRMATION

1. ON THE PARADOXES

The views expressed in my essay in regard to the paradoxes still seem sound
to me: the “paradoxical” cases have to be counted as confirmatory, or positive,
instances; impressions to the contrary may be attributable to factors such as thos:
suggested in section 5.2 Several writers! have concurred with this estimate either
fully or to a large extent.

A number of commentators? have argued, in a manner more or less akin to
that of Mrs. Hosiasson-Lindenbaums, that on certain assumptions, objective
logical differences can be established between paradoxical and nonparadoxical

1. Among them, H. G. Alexander, “The Paradozes of Confirmation,’’ The British Journal
Jfor the Philosophy of Science, vol. 9 (1958-59), 227-33; R. Carnap. Logical Foundations of Proba-
bility (Chicago, 1950), 469; I.J. Good,"The Paradox of Confirmation,”’Parts I and II, The British
Journal for the Philosophy of Science, vol. 11 (1960), 145-48; vol. 12 (1961), 63-64; N. Goodman,
Faat, Fiction, and Forecast (Cambridge, Mass., 1955), pp. 69-73; J. L. Mackie, ““The Paradoxes
of Confirmation,”* The British_Journal for the Philosophy of Science, vol. 13 (1963), 265-77; 1.
Scheffier, The Anatomy of Inquiry (New York, 1963), Part III. Critical questions have been
naised, in the name of Popper’s anti-inductivism, for example by J. W. N. Watkins, “Between
Analytic and Empirical,” Philosophy, vol. 32 (1957), 112-31, and “A rejoinder to Professor
Hempel's Reply,” Philosophy, vol. 33 (1958), 349-55; J. Agassi, “‘Corroboration versus Induc-
tion,” The British Journal for the Philosophy of Science, vol. 9 (1959), 311-17. For adiscussion
of these and other strictures see Alexander, loc. cit.; Hempel, “A Note on the Paradoxes of
Confirmation,” Mind, vol. 55 (1946), 79-82 and “Empirical Statements and Falsifiability,”
Philosophy, vol. 33 (1958), 342-48; Mackie, loc. cit.; Scheffler, loc. cit.; R. H. Vincent, “The
Paradoxes of Confirmation,” Mind, vol. 73 (1964), 273-79.

2. Among them, Alexander, loc. cit.; Good, loc. cit.; D. Pears, “Hypotheticals,” Analysis,
vol. 10 (1950), 49-63; G. H. von Wright, The Logical Problem of Induction (Oxford, 1957), pp.
12-27.

3. See note 25 of the preceding essay.

[47)
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instances of generalizations of the form ‘All P’s are Q’s’. The principal requisite
assumption is to the effect that there are many more non-Q's than P’s (or alter-
natively, that the probability of an object being a non-Q is much greater than
that of its being a P). Scveral writers presuppose in addition a suitable theory of
degrees of confirmation or inductive probabilities, and some also assume that
the gencralization has a positive initial probability. On such assumptions it is
then argued that, for example, examining a nonblack thing for nonravenhood
involves much less risk of refuting the generalization ‘All ravens are black’ than
does examining a raven for blackness, and that a positive outcome of the former
kind of test has therefore much less importance or weight than a positive outcomt
of the latter (thus Pears, who docs not invoke a theory of degrees of confirmation);
or that an instance of a paradoxical kind will increase the prior probability of the
generalization by much less than a nonparadoxical one.

Some of thesc arguments scem to me open to questions such as those suggested
in note 25 of my essay. But—and this is the essential point—even if satisfactorily
established, such differences in degree between paradoxical and nonparadoxical
instances clearly do not refute my diagnosis of the paradoxical cases as confirma-
tory. My essay is concerned cxclusively with the classificatory or qualitative
concept of confirmation, and it does not claim that the different kinds of positive
instance are all confirmatory to the same degree or that they carry the same weight
in testing a generalization.

As for the pragmatic question of why paradoxical cases appear to be non-
confirmatory, Pearst may well be right in suggesting that those descriptive wor
(e.g. ‘raven’, ‘black’) which we normally use to formulate our gencralizations
pick out classes that satisfy (perhaps, better, that are commonly believed to satisfy)
the crucial assumption about rclative size, and that this in turn explains, in virtue
of the kind of argument mentioned before, why paradoxical instances “are
thought to provide less confirmation” than nonparadoxical ones. Indced, as
Mackie® suggests, it might cven explain why to some persons the finding of a
nonblack thing that is not a raven scems not to be evidentially relevant at all
This may well constitute a further factor, different from those suggested in section
5.2 of my article, that partly contributes to the impression of paradoxicality.*

2. ON THE GENERAL DEFINITION OF CONFIRMATION

My general formal definition of qualitative confirmation now seems to me

4. Pcars, loc. cit., pp. 51-52.—This was suggested also by Miss Hosiasson-Lindenbaum in
footnote 11 of her article.

5. Mackie, loc. cit., pp. 266-67.

6. Cf. also the lucid discussion of these issues by Scheffler, loc. cit.
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rather too restrictive. Here arc some of the rcasons for this appraisal, in order of
increasing importance:

(a) Some hypothescs of the kind covered by my dcfinition, though logically
consistent, arc not capable of confirmation by any logically consistent obscr-
vation report. For example, a hypothesis of the form

(x) @7)Sxy - (X)(¥)(2) [(Sxy - Syz) D Sx2] - (x) ~ Sxx

can be satisfied only in an infinite domain; its development for any finite class
of objects is self~contradictory. Generally, no scientific hypothesis that implics
the existence of infinitely many objects can, on my definition, be confirmed by
any observation report. This seems worth noting, but it surely constitutes no
serious shortcoming of the definition.

(b) My definition qualifics as neutral certain kinds of evidence that would
normally be regarded as confirmatory. Thus, as Canfield” has pointed out, no
finite set of sentences of the type

Rab, Rbc, Red, Rde, . . .

qualifies as confirming the hypothesis

Hy: (x)(y)Rxy
A report that mentions just the individuals a and b, for example, confirms H;
only if it implies the development of H, for the class {a,b}, i.e., the sentence

Raa - Rab* Rba- Rbb

And as the number of individuals mentioned in an observation report increases,
the condition the report has to meet if it is to confirm H, becomes increasingly
stringent. Analogous remarks apply to the case of disconfirmation.

(c) Some writers® have argued that the consistency condition for confirmation
is too strong, for a reason I had considered, but then set aside, in my comments
on that condition in section 8: One and the same observable phenomenon may
well be accounted for by each of two incompatible hypotheses, and the obser-
vation report describing its occurrence would then normally be regarded as
confirmatory for either hypothesis. This point does seem to me to carry consider-
able weight; but if it is granted, then the consequence condition has to be given
up along with the consistency condition. Otherwise, a report confirming each
of two incompatible hypotheses would count as confirming any consequence of
the two, and thus any hypothesis whatsoever.

7. J. Canfield, “On the Paradox of Confirmation,” Metrika, vol. 5 (1962), 105-18.

8. Particularly Carnap in his detailed exposition and critical analysis of my essay, in sections
87, 88 of Logical Foundations of Probability (cf. especially pp. 476-78). See also the comment in
K. Popper, The Logic of Scientific Discovery (London, 1959), p. 374.
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For the reasons here briefly surveyed, I believe Carnap is right in his estimate
that the concept of confirmation defined in my essay “is not clearly too wide but
is clearly too narrow.”® Accordingly, I think that the criteria specified in my
definition may be sufficient, but are not necessary for the confirmation of a
hypothesis H by an observation report B.

Perhaps the problem of formulating adequate criteria of qualitative con-
firmation had best be tackled, after all, by means of the quantitative concept of
confirmation. This has been suggested especially by Carnap, who holds that
“any adequate explicatum for the classificatory concept of confirmation must
be in accord with at least one adequate explicatum for the quantitatitive concept
of confirmation”; i.e., there must be at least one function ¢ that is a suitable
explicatum for the concept of logical probability such that whenever B qual-
itatively confirms H, then ¢(H,B) > ¢(H,t), where ¢ is the tautological, or null,
evidence.1® In other words: on some suitable definition of logical probability,
the probability of H on B should excecd the a priori probability of H whenever B
qualitatively confirms H.1 This general principle leads Carnap also to reject the
consequence condition for qualitative confirmation and to restrict the entailment
condition to the case where H is not a logical truth.

Finally, I shall discuss quite a different aspect of the problem. In accordance
with the objective stated toward the end of section 6, my definition of confirm-
ation is purely syntactical, since for the formalized languages in question the
concept of logical consequence, which occurs in the definiens, is characterizable
in purely syntactical terms, as are all other concepts used in the definition. But
confirmation—whether in its qualitative or in its quantitative form—cannot
be adequately defined by syntactical means alone. That has been made clear
especially by Goodman,®* who has shown that some hypotheses of the form
‘(x)(Px > Qx)’ can obtain no confirmation at all even from evidence sentences
of the form ‘Pa - Qa’. To illustrate this, I will adapt Goodman’s example to my
ornithological paradigm. Let ‘x is P’ stand for ‘x is a raven’ and ‘x is Q' for 'x
is blite’, where an object is said to be blite if it has been examined before a certain
time ¢ and is black or has not been examined before ¢ and is white. Then any
raven observed before ¢ and found to be black affords a formally confirming
instance, in the sense of Nicod’s criterion, of the hypothesis ‘All ravens are blite’.

9. Carnap, loc. cit., p. 479.

10. Carnap, loc. cit., p. 472.

11. As noted by Mackie, several other writers construe confirmation rather in accordance
with “the Inverse Principle, that a hypothesis h is confirmed by an obscrvation-report b in
relation to background knowledge if and only if the observation-report is made more probable
by the adding of the hypothesis to the background knowledge"’ (loc. cit., p. 267 ; author s italics).

12. Goodman, loc. cit., chapters Ill and IV.
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Yet no matter how many such instances may have been collected, they lend no
support or confirmation to the hypothesis; for the latter implies that all ravens
not examined before t—hence in particular all those that might be examined
after +—are white, and this consequence must surely count as disconfirmed
rather than as confirmed. Whether a universal conditional hypothesis is capable
of being confirmed by its positive instances, whether it can be “projected,” as
Goodman says, from examined cases to unexamined ones, will depend on the
character of its constituent predicates; usc of the predicate ‘blite’, for example,
precludes projectibility. Goodman traces the difference between predicates that
canoccur in projectible hypotheses and those that cannot to their “entrenchment,”
i.e., the extent to which they (or predicates coextensive with them) have been
used in previously projected generalizations; ‘blite,” for example, never having
been so used, is much less well entrenched than such terms as ‘black’, ‘white’,
and ‘raven’. By reference to the comparative entrenchment of the constituent
predicates, Goodmen formulates criteria for the comparative projectibility of
universal conditional hypotheses, and thus also for their susceptibility to confirm-
ation by formally positive instances.

Thus the search for purely syntactical criteria of qualitative or quantitative
confirmation presupposes that the hypotheses in question are formulated in
tetms that permit projection; and such terms cannot be singled out by syntactical
means alone. Indeed, the notion of entrenchment that Goodman uses for this
purpose is clearly pragmatic in character.






2. INDUCTIVE

INCONSISTENCIES'

1. INTRODUCTION

IN the philosophical study of induction, no task is of greater importance
than that of giving a clear characterization of inductive procedures: only when
this has been done can the problem of justification significantly be raised. If
induction is conceived as a peculiar type of inferential reasoning, its precise
characterization will naturally call for the formulation of distinctive rules of
inductive inference. A variety of such rules have indeed been set forth in the
philosophical literature. But certain quite familiar types of such rules, though
widely countenanced even in recent writings on the subject, can be shown to
lead into logical inconsistencies. This is the more serious because the defective
rules include some which have been held to represent the most basic types of
sound inductive reasoning. In this article, I proposc to exhibit this defect in two
familiar types of induction rules and to examine the sources of the “inductive
inconsistencies” they generate. The idcas here sct forth arc based to a large extent
on the work of others, and especially on Carnap’s conception of inductive logic
and its applications.

2. INCONSISTENCIES GENERATED BY STATISTICAL SYLLOGISMS

One type of inductive infercnce that leads into inconsistencies is represented
by the so-called statistical syllogism and its variants.

1. Written during my tenure, on a United States Government Fellowship, as a Fulbright
Research Fellow at the University of Oxford, 1959-60.

This article is reprinted, with slight changes, by kind permission of the General Editorial
C ittee, from Synthese 12, pp. 439-69 (1960).
[53]




[s4] CONFIRMATION, INDUCTION, AND RATIONAL BELIEF

A statistical syllogism? is an argument of the form:

aisF
(2.1) The proportion of F’s that are G is q
Hence, with probability ¢, a is G

In some variants of this mode of reasoning, the conclusion or also the second
premise is expressed in non-numerical terms. Thus, e.g. Toulmin® puts forward

as valid certain types of argument which he calls quasi-syllogisms, and which
take forms such as the following:

ais F
(22) The proportion of F’s that are G is less than 2 per cent
So, almost certainly (or: probably) ais not G.

ais F
(2.3) The proportion of F’s that are G is minute
So, almost certainly (or probably,) a is not G.

The inference patterns here listed are applicable only when the reference
class F is finite; for only then has the phrase ‘the proportion of F’s that are G's
clear meaning. Analogous types of argument which are not subject to this
restriction are suggested, however, by the frequency interpretation of statistical
probability. In current mathematical theory, statistical probabilitics are con-
strued as set-measures governcd by certain axioms; and a formula of the form
‘P(G, F) = r’, which specifics the statistical probability of set G with respect to
set F, asserts, roughly, that the measure of the intersection of G and F, divided
by the measure of F, equals r. The application of the mathematical theory to
empirical subject matter is effected by the frequency interpretation of statistical
probability, which construes ‘p(G, F) = r’ as stating the long-run relative
frequency, r, with which a “random experiment” of some specified kind F—
performed by man or by nature—tends to yield an outcome of kind G. For the
case where r is close to 1, this frequency interpretation is usually expressed in
in the following form: If p(G, F) is very close to 1, then if an experimentof kind
Fis performed just once, it is practically certain that a result of kind G will occur.*

2. Sec for, example, D. C. Williams, The Ground of Induction (Harvard University Press,
1947); and the discussion of the idea in chap. IV of S. Barker, Induction and Hypothesis (Cornell
University Press, 1957.)

3. S. Toulmin, The Uses of Argument (Cambridge University Press, 1958), pp. 109ff. (For
the conclusion-form ‘almost certainly, or probably, a is not G’, see p. 139).

4. This formulation follows closely those given in H. Cramér, Mathemat ical Methods of Stat-
istics (Princeton University Press, 1946), p. 150, and in A. Wald, On the Principles of Statistical
Inference (University of Notre Dame, Indiana, 1942), p. 2.
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This principle might be thought to authorize the following inference schema,
in which the second premise no longer requires the reference class F to be finite:

ais F
(24) The statistical probability for an F to be a G is nearly 1
So, it is almost certain that a is G.

For convenience, I shall henceforth refer to all the different types of inference
just listed, and to certain analogous ones, as broadly statistical syllogisms, or briefly
as statistical syllogisms. Now itis readily seen that all broadly statistical syllogisms
lead into inconsistencies because the individual case a which the conclusion
assigns to the class G (or: to which the conclusion attributes the characteristic, or
property, G) will in fact belong to different reference classes, F,, F, . . . whose
members exhibit G with different relative frequencies or statistical probabilities.
For arguments of form (2.1), an example given by Barker® illustrates this neatly:
Suppose that Jones is a Texan, and that 99 per cent of Texans are millionaires;
but that Jones is also a philosopher, and that only 1 per cent of these are million-
aires. Then rule (2.1) permits the construction of two statistical syllogisms, both
with true premises, which yield the incompatible conclusions that, with prob-
ability .99, Jones is a millionaire, and that, with probability .01, Jones is a million-
aire.

Consider next Toulmin’s example of a quasi-syllogism of form (2.2):¢

Petersen is a Swede
(25) The proportion of Roman Catholic Swedes is less than 2 per cent
So, almost certainly, Petersen is not a Roman Catholic.

Suppose that the premises of this argument are true. Then, as Cooley” has
pointed out, the premises of the following quasi-syllogism may well be equally
true:

Petersen made a pilgrimage to Lourdes

(26) Less than 2 per cent of those making a pilgrimage to Lourdes are not
Roman Catholics
So, almost certainly, Petersen is a Roman Catholic.

5. Barker, loc. cit., p. 76.

6. Toulmin, loc. cit., p. 109.

7. J. Cooley, “On Mr. Toulmin’s Revolution in Logic,” The Journal of Philosophy 56:
297-319(1959), p. 305. The phrasing of Cooley’s example has been slightly modified to make it

fit the pattern (2.2) more closely.
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Thus, the quasi-syllogistic inference schema can lead from true premises to
incompatible conclusions. ®

To construct an analogous example for the schema (2.4), consider a set of
10,000 balls of which 9,000 are made of glass and are white, while the remaining
1,000 are made of ivory, one of them being white, the other 999, black. Let D
be a certain procedure of selecting one of the 10,000 balls. Let us assume that this
is a random procedure, so that the statistical probability of obtaining a white ball
as a result of D will be p(W, D) = .9001. Let the event b be one particular
performance of the experiment D. Then (2.4) yields the following argument with
true premises:

bis D
(2.7) p(Ww, D) = .9001
Hence, it is almost certain that b is W (i.e. that b yields a white ball).

Suppose now that b yields an ivory ball. Then b may also be regarded as an
instance of another experiment, D*, which consists in selecting at random one
of the ivory balls in the given set. But for this experiment, the probability of
selecting anonwhite ballis p(— W, D*) = .999; and schema (2.4) now authorizes
the argument:

bis D*

(2.8) p(— W, D*) = 999
Hence, it is almost certain that b is — W (i.e. that b does not yield a white
ball).

Again, we have a pair of rival arguments conforming to the sanic rule and starting
with true premises, and yet leading to incompatible conclusions. Despite its
apparent plausibility, then, the construal of certain types of statistical argument
as having the form of broadly statistical syllogisms is untenable; for those
syllogisms gencratc inductive inconsistencies® in the following sense: For an argu-
ment with true premises that has the form of a statistical syllogism, there exists

8. While Toulmin repeatedly emphasizes that quasi-syllogisms are valid, he later adds the
remark: “It must of course be conceded that quasi-syllogisms can properly be advanced only
if the initial data from which we argue state all that we know of relevance to the question at
issue”’ (loc. cit., p. 140). This remark, which implies that the argument (2.5) “can be properly
advanced’ only if the premises of Cooley’s quasi-syllogism are not known to be true, will be
considered in section 4 below.

9. In an essay dealing with the explanatory and predictive use of statistical probability
statements, I have referred to this peculiarity as the ambiguity of statistical explanation and
prediction; cf. “Deductive-Nomological vs. Statistical Explanation,” in H. Feigl and G.
Maxwell (eds.) Minnesota Studies in the Philosophy of Science, vol. III (Minneapolis: University
of Minnesota Press, 1962), pp. 98-169. See also section 3.4 of the essay *“Aspects of Scientific
Explanation” in the present volume.
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in general a rival argument of the same form, again with true premises, whose
conclusion is logically incompatible with that of the first argument.

This is true also of an inductive rule of a slightly different kind, which is
among those listed by Black in essaysdealing with the justifiability of induction.
Black formulates it as follows:

R:  Toargue from Most instances of A’s examined in a wide variety of conditions

have been B to (probably) The next A to be encountered will be B.2®
Black adds thatinductive arguments governed by R vary in “strength” according
to the number and variety of the favorable instances reported in the premise; so
that “although R permits us to assert a certain conclusion categorically, . . . the
strength of the assertion fluctuates with the character of theevidence.” ' In contrast
to broadly statistical syllogisms, then, rule R leads to a conclusion which does not
contain a modal qualifier like ‘probably’ or ‘certainly’; yet, the conclusion is
supposed to be asserted with more or less “strength’. Our earlier illustrations show
readily that an argument which, in accordance with R, leads from truc premises
to a very strong assertion of a given conclusion can generally be matched by a
rival one, governed by the same rule, which from equally true premises leads
to the strong assertion of the contradictory of that conclusion. In this sense, rule
R generates inconsistencies.

Deductive forms of inference never generate inconsistencies, of course.

In particular, for an argument of the syllogistic form

aisF
(9 AllFare G

aisG
whose premises are true, there exists no rival argument of the same form whose
premises are true as well, and whose conclusion is logically incompatible with
that of the given argument: incompatible conclusions can be deduced only from
incompatible premise-sets, and sets of true premises are not incompatible.

3. PROBABILITY: MODAL QUALIFIER OR RELATION:

The inconsistencies just noted do not show, of course, that all nondeductive
arguments based on statistical information are unsound, but only that the construal

10. M. Black, “Self-Supporting Inductive Arguments,” The Journal of Philosophy 55:
718-25 (1958), p. 720 (italics in the originals); sce also the same author’s “The Inductive
Support of Inductive Rules,” in M. Black, Problems of Analysis(Cornell University Press, 1954),
p- 196.

11. Black, “Self-Supporting Inductive Arguments,” p. 720 (ltalics supplied). Black notes
that the rule “as it stands” is not “‘a wholly acceptable rule for inductive inference" (ibid.) ; but
he holds that the rule R can be used in a legitimate inductive argument supporting R itself,
and it seems fair, therefore, to assume that the faults he finds with this rule do not include so
dedisive a defect as that of generating inconsistencies.
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of such arguments as quasi-syllogistic is untenable. That construal seems to aim
at too close a formal assimilation of nondeductive statistical arguments to deduc-
tive inference. Thus, e.g., given that the premises of the deductive syllogism (29)
are true, the conclusion ‘ais G’ will “necessarily”—i.e., as a logical consequence—
be true as well and can therefore be categorically asserted. In the corresponding
statistical arguments, however, the truth of the premises does not thus guarantec
the truth of ‘ais G’; and if, in analogy to the deductive case, one insists on formu-
lating a sentence which the truth of the premises would entitle us to assert, it
may seem tempting to do so by prefixing to ‘a is G’ a qualifying phrase such as
‘it is practically certain that’, ‘very probably’, or ‘with probability r’. And this
is precisely what is done when statistical arguments are construed as quas-
syllogistic.

That this is a misconstrual becomes clear when we reflect that by the same
token we should be able to schematize the deductive syllogism (2.9) in the form

ais F
(3.1) AllFare G
Hence, certainly (or, necessarily) a is G.

In fact, Toulmin does just this when he puts the syllogistic counterpart of one of
his quasi-syllogistic arguments into the form

Petersen is a Swede
(3-2) No Swedes are Roman Catholics
So, certainly, Petersen is not a Roman Catholic.2?

But the certainty here in question is clearly a logical relation between the premises
and the conclusion of a deductive argument: the statement ‘a is G’ is certain, ot
necessary, relative to the given premises, i.c., it is logically implied by them. To
treat the term ‘certainly’ in the manner of (3.1) and (3.2), as a qualifier applicable
to a single statement, is incorrect: If the logical force of the argument (2.9) is
to be expressed with the help of the term ‘certain’ or its cognates, then it has to be
done in an explicitly relativized form, such as this:

(3.3) ‘ais G’ is certain relative to (i.e., is logically implied by) ‘a is F* and ‘Al

Fare G'.

To say this is not to deny that the word ‘certain’ and its cognates can also
be used as qualifiers of single statements, in contexts of the form ‘it is certain that
p’, ‘certainly p’, etc. Let me distinguish three major purposes for which phrases
of this kind are used: (i) to claim that the particular statement standing at the
place of ‘p’, or briefly the p-statement, is a logico-mathematical truth or perhaps

12, Toulmin, loc. cit., p. 131.
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anomological one (i.e., a consequence of certain laws of nature), so that we are
entitled to assert it categorically and without qualifications; (ii) to claim that the
p-statement is categorically and unqualifiedly assertable in some more inclusive,
and more clusive, sense which is conceived as being governed by objective
standards (some would make this claim, for example, for a class of presumptive
a priori truths thought to include the truths of logic and of mathematics as a
proper subclass); (iii) to show—rather than to state—that the uttererof the phrase
means to assert the p-statement without qualification, and perhaps with special
emphasis. But if ‘certainly’ is understood in the first of these senses, then argu-
ments such as (3.1) and (3.2) are simply fallacious. The same holds true for the
second sense of ‘certainly’. If, for example, that qualifier is taken to apply to all
and only those sentences which are a priori truths in some specified sense, then it
may well happen that in an argument of the form (3.1) which has true premises,
the conclusion, though true, isnotana prioritruth: hence, inarguments ofthe form
(3.1) the premises then by no means warrant the conclusion. The schema (3.1)
could be turned into a sound form of argument by adding the prefix ‘certainly’
to both of the premises; but the resulting schema would no longer represent the
syllogistic argument whose logical structure (3.1) was intended to exhibit.
Finally, if the word ‘certainly’ is taken in the third sense, then its presence is as
irrelevant to the logic of the argument as would be the occurrence of such words
as ‘emphatically’, ‘fortunately’, or ‘unexpectedly’ in its place.

Insum, then, it is simply incorrect to represent the logical force of a syllogistic
argument in the manner of (3.1) or (3.2), where the word ‘certainly’ plays the
role of a modal qualifier of the conclusion: certainty must be construed here as
a logical relation, in the manner of (3.3). The fact that the phrasing ‘certain
relativeto . . ’, which is used in (3.3), does not occur in ordinary English is not, of
course, aflaw of the proposed construal: in fact, it is precisely atoo close adherence
to phrasings used in everyday discourse which has obscured the logic of the in-
ferences here under consideration.

Analogous remarks apply to statistical arguments of the kind which the
notions of statistical syllogism and of quasi-syllogism are intended to illuminate.
Inthe context of such arguments, phrases such as ‘it is practically certain that’, etc.,
as well as Black’s expression ‘strength of assertion’, must be construed, not as
qualifying the conclusion, but as representing a logical relationship between the
premises and the conclusion: they indicate the extent to which the premises
support or confirm the (unqualified) conclusion. Thus, e.g., the arguments whose
structure the schema (2.2) was meant to exhibit are not to the effect that from
the given premises we may validly infer ‘Almost certainly, a is not G’, but rather
to the effect that those premises lend very strong support to the statement ‘a is not
G, or that the premises confer upon this statement a very high probability.
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Thus, in analogy to (3.3), the arguments which (2.2) was meant to represent
might be schematized as follows:

(3.4) ‘ais not G’ is almost certain (or: is highly probable) relative to the two
statements ‘a is F* and ‘Less than 2 per cent of F'sare G'.

The concept of probability here invoked is not, of course, the statistical one,
which, as we noted, represents a quantitative relation between two kinds or
classes of events, F and G; rather, it is what Carnap has called logical or inductive
probability, or degree of confirmation—a concept representing a logical relation
between statements. This inductive probability is the central concept of the
theories of probability developed by Keynes, Mazurkiewicz, Jeffreys, von Wright,
and other writers. It is still a controversial question to what extent the inductive
support conferred by an evidence statement e upon a hypothesis h can be rep-
resented by a precise quantitative concept c(h, €) with the formal characteristics
of a probability. At any rate, Carnap has developed a rigorous general method of
defining such a concept which is applicable to formalized languages having the
structure of a first-order functional calculus.’®

But the main point here at issue is independent of the prospects for the
development of a precise quantitative theory of inductive logic: If terms such as
‘almost certainly’, probably™, and ‘with probability r’ are to express the force
of the inductive statistical arguments we have been considering then they must
be understood, not as qualifiers of single statements, but as representing relations
between statements. These relations might be expressed in the manner of (3.4);
or, in the framework of a quantitative inductivelogic such as Carnap’s, in formulas
of the form
(3.5) c(heres...e) =7
which indicate that the statements (inductive “premises”) e, ey, . . - €, jointly
confer the logical probability r upon the statement (inductive “conclusion”) h.

In conclusion of this brief comparison of deductive and inductive inference, on¢
further pointshould benoted: The schematizations(3.3), (3.4), (3.5) are concerned
only with the logical connections between the premises and the conclusion
and not at all with their truth or falsehood. But since in a deductive argument
the conclusion cannot fail to be true if the premises are true, deductive inference
rules can be used to effect a transition from given statements which are known or
considered to be true to another statement which has the same status; thus,
Carnap puts it deductive inference rules permit, as it were, the acquisition

13. Secespecially his Logical Foundations of Probability (TheU niversity of Chicago Press, 1950),
section 100; and the generalization in The Continuum of Inductive Methods (The University of
Chicago Press, 1952).

14. Camap, Logical Foundations of Probability, p. 206.
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of new statements on the basis of statements already possessed. In an inductive
inference, on the other hand, the “premises” lend only partial support to the
“conclusion,” and truth is not, therefore, automatically transferred from the
former to the latter. Hence even if the premises all belong to the class of statements
previously accepted or possessed, the conclusion cannot be added to that class;
it can only be qualified by a number representing its probability relative to the
premises. In reference to inductive “inferences” or “arguments,” therefore, one
anspeak ofa “conclusion” only cum grano salis: the conclusion cannot be detached
from the premises and asserted on its own when the premises are true. The
question whether the detachability of the conclusion of a deductive inference
with true premises has at least some weaker analogue in the case of inductive
inference will be considered in the final section of this essay.

The idea that in the context of inductive arguments probability has to be
construed as a relation has recently been criticized at length by Toulmin, who
takes especially Carnap and Kneale to task for holding this view, and who insists,
on the contrary, “that ‘probably’ and its cognates are, characteristically, modal
qualifiers of our assertions;” more specifically: “To say ‘Probably p’ is to assert
guardedly, and/or with reservations, that p: it is not to assert that you are tenta-
tively prepared to assert that p.”1® Now surely, in ordinary discourse, the word
‘probably’ and its cognates are often used in this way. We may distinguish here,
more precisely, between two purposes which the qualifier in phrases such as
‘probably p” may serve: (i) It may show—rather than state—to what extent the
speaker is willing to commit himself to p. (If the qualifier has the form ‘“With
probability r’, then the quotient r/(1 — r) may indicate the odds at which—for
whatever reasons—the speaker is prepared to bet on p); or else (ii) the qualifier
may indicate the extent to which it is rationally asscrtable or credible that p,
where rational assertability or credibility is thought of as governed by objective
standards. Toulmin does not seem to opt quite unequivocally for one of these
two meanings in which ‘probably’ and its cognates may be used. The following
satement of his, for example, suggests the first meaning: “When I say ‘S is
probably P’, I commit myself guardedly, tentatively or with reservations to the
view that § is P and (likewise guardedly) lend my authority to that view.”1¢
However, the second meaning appears to be closer to what Toulmin has in mind;
as is suggested, for example by his remark: “Actually, statements about the
probability of p are concerned, in practice, with the extent to which we are

entitled to bank on, take it that, subscribe to, put our weight and our shirts on
”y7
p...

15. Toulmin, loc. cit., pp. 84 and 85. (Author’s italics)
16. Toulmin, loc. cit., p. 53.
17. Toulmin, loc. cit., p. 83 (Italics supplied).
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But when used in the first sense, qualifiers such as ‘probably’ clearly cannot
serve to exhibit the logic of a statistical argument; and if they are understood in
the second sense, then they have to be construed as relative to given grounds. For
the credibility of an empirical assertion—in sharp contrast to its truth or falsity—
depends on the available evidence; the phlogiston theory of combustion, for
example, was much more highly credible on the evidence available before
Lavoisier’s researches than afterwards. Hence, a phrase of the form ‘It is highly
credible that p’ (or ‘probably p’, in the sense here under discussion) is not a self-
contained statement any more than a phrase of the form ‘x is a larger number'
Frequently, expressions of the form ‘almost certainly, p’ ,‘probably p’, etc., s
used in ordinary discourse, can be regarded as elliptical statements referring to
the total evidence available at the time of utterance or at some other time sug-
gested by the context. When we say, for example, ‘Probably, there is no life on
the moon’, the tacit reference is presumably to the evidence available at present.
But if the qualifier in the conclusion of a statistical syllogism is thus understood as
relative to the total evidence available at the time when the syllogism is presented,
the argument is of course invalid: The premises of (2.2), for example, do not
warrant the conclusion that on the fotal evidence available, it is very probable that
ais not G. The only reasonable construal left is that suggested in (3.4).

Toulmin emphatically rejects this relativization of probability and insists
that reference to the total evidence is required only for estimating or measuring
the probability of a hypothesis, which itself is a nonrelational characteristic, just
as reference to evidence is required to estimate the truth value of a hypothesis*
But this analogy is misleading. The truth values, truth and falsity, are nonrelation-
al characteristics of hypotheses; i.c., a phrase of the form ‘hypothesis h is true
is a self-contained statement which need not be supplemented by specifying
some body of evidence. To estimate whether a given hypothesis h is true or false,
we have to refer to the available evidence, say e, which will confer on h a more
or less high confirmation, c(h, ¢): the latter represents the probability of hi—or,
what comes to the same, the probability that k is true—on the evidence e. This
probability will normally change with the evidence, whereas the truth value of
h is completely independent of it. Thus, as we noted before, phrases of the form
‘his probablc', or ‘h has the probability r’, are not self~contained statements at all,
and it makes no sense therefore to speak of measuring or estimating the proba-
bility of h, any more than it makes sense to speak of estimating whether the
number 7 is larger. And though Toulmin has interesting things to say about the
ordinary use of words like ‘probably’, his remarks give no clear meaning at all

18. Toulmin, loc. cit., pp. 80-81.
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to the notion of probability as a nonrelational concept.?® In this case, ordinary
usage has surely proved to be an unreliable guide.2°

As soon as, in the schematization of statistical inferences, the concepts of
probability, near-certainty, etc., are recognized as relational and the various
types of broadly statistical syllogism are accordingly replaced by schemata of
thekind suggested in (3.4) and (3.5), one perplexing aspect of statistical arguments
vanishes; namely, the impression that statistical arguments make it possible to
establish, on the basis of true premises, pairs of incompatible conclusions of such
forms as “Almost certainly (very probably) a is G’ and ‘Almost certainly (very
probably) a is not G’. For example, the two apparently conflicting arguments
(25) and (2.6) do not, as their quasi-syllogistic construal incorrectly suggests,
establish the conclusions that Petersen almost certainly is a Roman Catholic, and
that he almost certainly is not: rather, the arguments show that relative to one
set of premises, the statement ‘Petersen is a Roman Catholic’ is highly probable,
whereas its contradictory is highly probable relative to another set of premises:
and this does not involve a logical inconsistency any more than does the obser-
vation that certain sets of premises deductively imply the statement ‘Petersen is a
Roman Catholic’, whereas other sets deductively imply its contradictory.

4. THE REQUIREMENT OF TOTAL EVIDENCE

But while construal in the manner of (3.4) thus removes one puzzling aspect
of statistical arguments, it does not fully dispose of the problem raised by the
inconsistencies encountered in section 2. The unresolved residual problem is
this: If two sets of statements deductively imply contradictory consequences then
the statements in the two sets cannot all be true: hence at least one of the argu-
ments is based on some false premises. But, as we noted, if two sets of statements
confer very high probabilities upon contradictory conclusions, the statements in
the two sets may be all true. Thus, we face the question: Given two valid induc-

19. He does say (loc. cit., p. 55): “‘surely, if I say ‘It is probably raining’ and it turns out not
to be, then. . . I was mistaken;"” and later he again qualifies as “‘paradoxical and inconsistent
with our common ways of thinking'’ the idea that “‘if I say, ‘it is probably raining’, the discov-
ery that no rain was falling would not refute my statement.”” (loc. cit., p. 84). These remarks
suggest strongly that in Toulmin’s view the statement ‘it is not raining’ implies ‘it is not the
case that it is probably raining’. But then, by contraposition, ‘it is probably raining’ would im-~
ply ‘itis raining”. And while this construal would give a strong cmpirical content to sentences
of the form ‘probably p’, it is of course quite unacceptable; and it also confiicts with Toulmin’s
general observation that ‘‘one cannot specify any happening which would conclusively verify
orfalsifya prediction held out ashaving only a certain probability*’ (loc. cit., p.82): thus, his views
on the content and on the refutability of non-relativized probability statements remain unclear.

20. For further discussion of the relations between truth, probability, and verification,
see Carnap, R. “Truth and Confirmation,” and “The Two Concepts of Probability,” sec. VI;
both in H. Feigl and W. Sellars, (eds.) Readings in Philosophical Analysis (New York: Appleton-
Century-Crofts, 1949).
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tive arguments whose premises have been tested and accepted as presumably
true, but whose conclusions—pertaining perhaps to some future event—are
logically incompatible: on which, if any, of them are we to base our expectations
and decisions? Or, more generally: On the basis of different sets of statements
that we consider as true, a given hypothesis h—e.g., a prediction—can be assigned
quite different probabilities; which of these, if any, is to count as a guide in
forming our beliefs concerning the truth of h and in making decisions whose
outcomes depend on whether h is true?

An answer is suggested by a principle to which we have alluded before, and
which hasin fact been tacitly or explicitly accepted by many writers on inductive
reasoning. Carnap calls it the requirement of total evidence and formulates it as
follows: “In the application of inductive logic to a given knowledge situation,
the total evidence available must be taken as a basis for determining the degree
of confirmation.”® Broadly speaking, we might say that according to this re-
quirement, the credence which it is rational to give to a statement at a given time
must be determined by the degree of confirmation, or the logical probability,
which the statement possesses on the total evidence available at the time. Al
ternatively, that credence may be determined by reference to any part of the
total evidence which gives to the statement the same support or probability a
the total evidence: In this case, the omitted portion of the total evidence is said
to be inductively irrelevant to the statement, relative to the evidence actually used

For our residual problem, this principle implies the maxim that the support
which the premises of a statistical argument confer upon its conclusion can serve
to determine the credence rationally to be given to that conclusion or the decisions
rationally to be based on it only if the premises constitute either the total evidence
e available at the time or else a part of e which supports the conclusion to the same
extent as does e.

Compliance with the requirement of total evidence disposes of our residual
problem. For suppose we are confronted with two statistical arguments of which
one attributes near-certainty to ‘a is G, the other to ‘a is not G’. Then thest
arguments cannot both meet the requirement of total evidence. For if they diC!'
the probabilities which their premises confer upon ‘a is G’ and ‘a is not G,
respectively, would equal the probabilities which the total evidence confers
upon those statements: but one and the same body of evidence, e.g. the tt?tal
evidence—provided only that it is logically consistent—cannot confer h1gh
probabilities on each of two contradictory statements; for the two probabilities

addupto 1.

21. Carnap, Logical Foundations of Probability, p. 211; cf. also R. Carnap, “On the Applica-
tion of Inductive Logic,” Philosophy and Phenomenological Research 8: 133-48 (1947-48), esp.

138-39.
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Incidentally, the requirement of total evidence is trivially satisfied by any
deductive argument whose premises are part of the total evidence. For here, the
premises confer certainty, and thus the logical probability 1, upon the conclusion;
but so does the total evidence available since, by hypothesis, it includes the prem-
ises of the given argument. 22

At this point, let us consider briefly a criticism which Ayer® has levelled
against the principle of total evidence and indeed against the conception of
inductive probability as a logical relation between statements. Ayer notes that
according to Keynes, Kneale, Carnap, and certain other authors, probability
statements are nonempirical: if they are true, they are necessarily true; if false,
necessarily false. This feature is especially clear in Carnap’s theory of inductive
probability, according to which any statement of the form ‘c(h, ) = r’, which
is the basic form of an inductive probability statement, is either analytic or
self-contradictory. Now, if for h we choose some fixed hypothesis, such as that
our favorite horse will win tomorrow’s race, then, Ayer points out, we can
assign to it many different probabilities simply by taking into account more and
more of the relevant evidence. But since each of these probability statements
would constitute a necessary truth, none of them can be regarded as superior to
the others. “The addition of more evidence may, indeed, yield a higher or lower
probability for the statement in which we are interested. But . . . this probability
cannot be said to be more, or less, correct than the one which was yielded by the
evidence with which we started.” The difficulty here adumbrated is closely
related to the residual problem mentioned at the beginning of this section; and
Ayernotes Carnap’s proposal to meet it by means of the principle of total evidence.
But while granting that this principle seems to accord, to some extent, with
common sense, Ayer questions the possibility of justifying it “on Carnap’s
principles,” precisely because a true probability statement concerning k which is
not based on the total evidence is no less analytic than is one that does meet the
requirement of total evidence.

But this demand for a justification of the total-evidence requirement in terms
of the principles of inductive logic is beside the point; for, as Carnap notes, the
principle of total evidence “is not a rule of inductive logic, but of the method-
ology of induction.”3® More explicitly, we might say that the principle specifies
a necessary, though not sufficient, condition for the rationality of inductive

22. On this point, see also Carnap, Logical Foundations of Probability, p. 211,

23. A. ]. Ayer, “The conception of probability as a logical relation.” S. Kémer, (ed.)
Observation and Interpretation. Proceedings of the Ninth Symposium of the Colston Research Society
(New York and London, 1957), pp. 12-17.

24. Ayer, loc. cit., p. 14.

25. Carnap, Logical Foundations of Probability, p. 211. On Carnap’s conception of the method-
ology of induction, see also pp. 202-205 of the same work.
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beliefs and decisions. Certain conditions of rationality can be formulated also for
the application of deductive reasoning (though, as we noted, the requirement of
total evidence is trivially satisfied in this case); for example, rationality of belief
requires that if a set of statements is accepted as presumably true, or as expressing
presumably true beliefs, then any logical consequence of that set must be accepted
as well. This is not a principle of formal logic, however. Formal logic tells us
that if a given set of statements istrue then suchand such other statements are true
as well; but it does not tell us what statements to believe or to act on. Indeed, the
notion of accepting certain statcments, like the notion of total evidence, is
pragmatic in character and cannot be defined in terms of the concepts of formal
deductive or inductive logic.

But if the requirement of total evidence cannot be justified by the principles
of formal inductive logic, on what grounds can it be advocated: One might well
say that it is simply a partial explication of conditions governing rational belief
and rational choice. Thus, Carnap constructs an example in which the requirement
is violated and rightly points out that everybody would regard this violationas
a serious mistake in inductive reasoning.? It might be added, in the same vein,
that if we allowed ourselves to depart from this requirement, we would some-
times be led to give high credence to statements which the available evidence
told us were false. For example, we might give high credence to the general-
ization ‘Any egg that hatches yields a chicken’ as a result of limiting our evidence
to that subset of our total evidence e pertaining to hens’ eggs only, and thus
disregarding further information, also included in e, about birds hatched from
other kinds of eggs, which would show our generalization to be false. And while,
of course, it is to be expected that inductive arguments from available evidence
will sometimes lead us to give high credence to statements which, unbeknownst
to us, are in fact false, rationality surely demands that high credibility must not be
assigned to a statement that is known to be false, or, more precisely, to a statement
that is logically incompatible with accepted evidence statements.

The practical application of the requirement of total evidence faces consider-
able difficulties, for our total information is always so comprehensive and com-
plex that it cannot be expressed in two statements having the simple form of the
premises in schemata such as (3.4); indeed, it is vastly more complex than the
kind of evidence contemplated in any of the theorems of inductive logic that
are now available. But as Carnap notes, a thcorem of inductive logic—and
any such theorem provides a schema for valid inductive arguments—"can
nevertheless be applied indirectly, provided the additional knowledge is, at
least approximately, irrelevant for the hypothesis in question.”?” I have tried to

26. Carnap, “On the Application of Inductive Logic,” p. 139.
27. Carnap, loc. cit., p. 494.
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show elsewhere?® that empirical science does indeed present us with various
explanatory and predictive arguments of a fairly simple statistical character
which meet the requirement of total evidence at least in an intuitively clear sense.

As was noted earlier, Toulmin, too, invokes a principle of total evidence:
While he insists that all quasi-syllogisms in his sense are valid—their validity,
like that of deductive syllogisms is said to be “manifest” and “‘surely not open to
doubt”?*—he later remarks that “quasi-syllogisms can properly be advanced
only if the initial data from which we argue state all that we know of relevance
to the question at issue. If they represent no more than a part of our relevant
knowledge, we shall be required to argue not categorically but hypothetically—
‘Given only the information that Petersen is a Swede, we might conclude that the
chances of his being a Roman Catholic were slight ..." "3 It is not made very
clear what is meant by validity here nor in what sense and for what reasons a
quasi-syllogism, though valid, “can properly be advanced” only if it meets the
requirement of total evidence. The latter part of the passage just quoted seems
to suggest that in Toulmin’s opinion the conclusion of a quasi-syllogism (in-
cluding its qualifier ‘probably’, ‘almost certainly’, etc.) can be unconditionally
asserted if that requirement is met. But then his allegedly nonrelative probability
statements would seem to amount to elliptically stated relative probability
statements referring to the total evidence available; and on this construal, his
quasi-syllogisms would normally be invalid, as was shown in section 3. But,
as we have noted, Toulmin rejects the interpretation of his probability statements
as elliptic and holds instead that the support which the total evidence gives to a
hypothesis provides the best estimate of the probability of the hypothesis. But
this leaves us with the question what it is that is supposcdly estimated in this
manner; and, as was mentioned carlier, it remains obscure precisely what mean-
ings Toulmin attributes to such locutions as ‘% is almost certain’, ‘his probable’, ‘the

probability of #’, and ‘the client’s ‘real’ chance of living to eighty’.3!

5. INCONSISTENCIES GENERATED BY ELEMENTARY INDUCTION
RULES

Let us now turn to another class of presumptive induction rules that generate
inconsistencies. These rules are of special interest because they are widely thought
to represent the most elementary and fundamental modes of inductive reasoning:
we will therefore refer to them as “elementary induction rules.”

28. Hempel, “‘Deductive-Nomological vs. Statistical Explanation,” section 11; “Aspects of
Scientific Explanation,”” section 3.

29. Toulmin, loc. cit., pp. 131, 132.

30. Toulmin, loc. cit., p. 140.

31. Toulmin, loc. cit., p. 71.
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Here are two examples, the first of which expresses the presumptive form
of inductive reasoning by simple enumeration:

(5.1) To argue from All examined instances of A’s have been B to All A’s are B

(5.2) If among the n observed instancesof A’s, mhave been found to be instances
of B, expect that m/n A’s are B. Meanwhile, however, continue to search
for further instances of 4 and constantly modify the estimated ratio (m/n)
as new data accumulate.

Suppose now that in order to ascertain how a certain physical magnitude
7 (e.g., the length of a metal bar) varies with another physical magnitude x (e.g.
the temperature of the bar), the associated values of x and y have been measured
in n cases: let (x;, y,), (%2 ya)s - - -» (¥, 7,) be the pairs of associated values thus
established. Then the n points whose Cartesian coordinates are given by these
number pairs can be connected by infinitely many different curves G, Cp, -+ »
each of which represents the values of y as a certain function of the values of ¥;
let us say, y = Fy(x); y = Fy(x); . . . Now let 4 be the class of all the pairs of
physically associated values of the magnitudes x and y; then, on our assumptions,
itis true to say:

(5.3) All of the n examined instances of A’s satisfy the formula ‘p = Fy(x)"
Hence, rule (5.1) directs us to infer the general law

(5.3a) All A’s satisfy the formula ‘y = Fy(x)".

But on our assumptions, it is equally true to say:

(5.4) All of the n examined instances of A’s satisfy the formula ‘y = Fy(x)’
which by (5.1), yields the conclusion

(5.4a) All A’s satisfy the formula ‘y = Fy(x)’;

and so forth.

Thus, on the basis of the same empirical data, namely, the n measurements
of physically associated values of x and y, the rule (5.1) yields infinitely many
different presumptive laws, each representing y as a certain mathematical function
of x. Furthermore, since no two of the considered functions are identical, there
are certain values of x to which F; and F,, for example, assign different values of i
hence, the gencralizations (5.3a) and (5.4a) are logically incompatible with each
other; and so are any other two of the generalizations obtainable by means of

5.1).
( ')Thc rule (5.2) yields inductive inconsistencies in the same way. To see this,. it
suffices to note that (5.2) yields(5.1) for the case where m = n; but inconsistencies
can also be shown to arise when m is less than n.

Essentially the same argument applies to Reichenbach’s basic rule of induction:

32. M. Black, “The Inductive Support of Inductive Rules”, p. 196.
33. M. Black, ‘“‘Pragmatic’ Justifications of Induction”, in M. Black, Problems of Analysis,

p. 164.
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(55) If an initial section of n elements of a sequence x; is given, resulting in
the frequency f”, and if, furthermore, nothing is known about the proba-
bility of the second level for the occurrence of a certain limit p, we posit
that the frequency f*(i > n) will approach a limit p within f” + § when the
sequence is continued.3

Indeed, let the initial segment consist of our pairs (xy, 1), (X2, Y2)s- - o (X ¥)

obtained by measurement. Among them, the relative frequency of those ex-

hibiting the functional relationship F, is 1; but so is the relative frequency of
those pairs exhibiting the functional relationships F,, Fy, and so forth. Hence,
assuming that nothing is known as yet about what Reichenbach calls sccond-level
probabilities, the rule directs us to posit that if the measurement of physically
associated values of x and y is continued beyond the initial 1 cases, the proportion
of pairs conforming to F; will approach a limit which falls within 1—8; and
that the same is true of the proportion of pairs conforming to F,, Fs, and so forth.

And though it is not the case that each of these limit statements is logically in-

compatible with each of the others, it can readily be seen that there still are

infinitely many pairs of logically incompatible statements among the posits thus
obtained. Thus, rule (5.5), too, leads from true premises to a logically inconsistent
set of conclusions.

The inconsistencies here noted are of significance also for the idea that all
inductive reasoning presupposes a principle of the uniformity of nature which,
when used as a supreme major premise, can turn inductive arguments into
deductive or “quasi-deductive’ ones.® It is well known that attempts to give a
suitable formulation of the principle in question encounter serious difficulties.
The statement, for example, that what has happened in the past will, under the
same circumstances, happen again in the future, is clearly inadequate. If it is
understood to require full identity of all attending circumstances, then the rule
is inapplicable since the same circumstances simply do not recur; if sameness of
only the ‘relevant’ circumstances is required, the principle is a truism, for any
apparent departure from it can then be attributed to a difference in some relevant
factor not recognized as such. A formulation which avoids these shortcomings
and which alsowould seem to express much more precisely the intent of the
uniformity principle is this:

34. H. Reichenbach, The Theory of Probability (University of California Press, 1944), p. 446.
35. Theidea, which is familiar from Mill’s work, has recently been advocated, for example,

by H. G. Alexander in his contribution to the symposium “Convention, Falsification and

Induction” in The Aristotelian Society, Suppl ary Volume 34 (London, 1960). Alexander

stresses, however, that several such presuppositions are involved in inductive resaoning, and he

suggests that if these are taken into account, inductive reasoning in science would take a

“quasi-deductive form: ‘Quasi-deductive’ because it is impossible to state these presuppos-
itions in a completely precise form.” (loc. cit., p. 140).
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(5.6) A generalization which has been borne out in all instances so far examined
will be borne out also in all further instances.

But this principle is self-contradictory. For when applied to our example, it

implies that all the pairs of physically associated valucs of x and y satisfy the form-

ula ‘y = Fy(x)', but also the formula ‘y = F,(x)’, and so forth, since the n pairs

so far measured satisfy all of those formulas.

The method we used to generate inconsistencics by means of elementary in-
duction rules is akin to that employed by Goodman in posing his “new riddle of
induction.” One of the examples characteristic of his approach is this: Suppose
that according to our total evidence at a certain time ¢, all emeralds that have
been examined so far (i.c., before ) are green. Then, according to standard con-
ceptions of confirmation, the total evidence supports the generalization hy: ‘Al
emeraldsare green’. Now let ‘grue’ be a predicate that applics to objects examined
before ¢ just in case they are green and to other objects just in case they arc blue.
Then, according to the total evidence at ¢, all emeralds obscrved so far are grue;
hence, the total evidence also supports the generalization hy: ‘All emeralds are
grue’. But when applied to emeralds examined after ¢, the two hypotheses thus
supported yield the conflicting predictions that all those emeralds will be green,
and that they will all be grue and hence blue. Goodman remarks: “Thus al-
though we are well aware which of the two incompatible predictions is genuinely
confirmed, they are equally well confirmed according to our present definition.”
He suggests that the total evidence genuinely confirms h, rather than h, because
the former is a “lawlike statement” (i.e., has the characteristics of a law except
for possibly being false), whereas the latter is not; and because only a state-
ment that is lawlike is capable of recciving confirmation from its established
instances. Thus, there arises the new riddle of induction, namely the problem
of stating clearly *“what distinguishes lawlike or confirmable hypotheses from
accidental or non-confirmable ones.”’*® Goodman notes that only to the extent
that this problem is solved can we make a distinction between valid and invalid
inductive inferences; and he then outlines his ““theory of projection” which dis-
tinguishes between confirmable and nonconfirmable hypothescs in terms of the
“entrenchment”’ of the predicates used in their formulation.3®

While Goodman couches his discussion in terms of confirmation rules,
it is readily scen that his hypothesis-pairs can also be used to show that the
elementary induction rules mentioned above can lead from a consistent body
of total evidence to an inconsistent sct of conclusions: herein lies the affinity

36. See N. Goodnan, Fact, Fiction, and Forecast (Harvard University Press, 1955), pp. 73ff.
37. Goodman, loc. cit., p. 75.

38. Goodman, loc. cit., p. 80.

39. Goodman, loc. cit., chap. IV.
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between Goodman'’s argument and the one we used at the beginning of the
present section. The latter, however, seems to add a new facet to the important
problem raised by Goodman. For one may well be inclined to agree that a
generalization such as ‘All emeralds are grue’ is not lawlike, and that its applic-
ability to as yet unexamined cases is not attested to by its previously established
instances; but among the conflicting generalizations obtainable in the manner of
our earlier example, there are many which would seem to be equally lawlike, and
thus equally capable of confirmation by their instances; and if this is so, then none
of these incompatible generalizations would be ruled out by restricting per-
missible inductive conclusions to lawlike statements. (And indeed, Goodman’s
rules are not intended to arbitrate between well-confirmed but incompatible
lawlike hypotheses.)

Suppose, for example, that the pairs of associated values of x and y measured
sofarare:(0,—1);(1,0); (2, 1). These satisfy the following generalizations, among
others:

(5.7) y=@—1sy=x—13y=(x—1)5...

= Xy 1) _ X\
y cosw(l 2>,y (x—1) cos1r<1 2),...

e renn(1= .

Each of these pairwise incompatible generalizations represents, I think, a
perfectly good lawlike statement, capable of confirmation by established in-
stances. Hence by restricting the use of our elementary induction rules to the
cases where the conclusion is a lawlike statement, we may well eliminate in-
ductive inconsistencies of the kind constructed by Goodman, but we will still
be left with inconsistent sets of hypotheses of the kind illustrated by (5.7).

In philosophical discussions of the justifiability of inductive procedures,
rules of the kind considered in this scction are often treated as essentially adequate,
if perhaps somewhat oversimplified, formulations of norms of inductive reason-
ing;*® we now see that the problem of justification does not even arise for those
elementary induction rules; for they lead into logical inconsistencies and thus
violate what surely is the very minimum requirement that any proposed rule
of scientific procedure must meet before the question of its justification can be
raised.

40. Black, for example, formulates his various rules of induction in order to provide a clear
characterization of the principles or policies whose justifiability is in question; and Reichen~
bach's ingenious argument aimed at a justification of induction deals specifically with his rule
considered above, which is held to represent the fundamental principle of inductive procedure.
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Are the inconsistencies here encountcred attributable again to a violation of
the requirement of total evidence? At first glance, this seems implausible; for
therules(5.1) and (5.2), as well as the principle (5.6), include what appears to bea
simple version of that requirement, namely, the proviso that the given in-
formation must cover all the instances so far examined; and rule (5.5) may be
understood as presupposing that condition as well. And in the examples just
considered of contradictions generated by elementary induction rules, the proviso
in question was always assumed to be satisfied.

However, as is illustrated by the paradoxes of confirmation,*! the concept
of the ‘instances’ of a nonsingular hypothesis is by no means as clear as it may
scem, and there are good reasons to think, thercfore, that the requirement of
total evidence cannot be adequately expressed by the condition that the evidence
must include all the instances so far observed. And indced, in reference to two
other examples constructed by Goodman, Carnap has argued that they do involve
a violation of the requirement of total cvidence.? For the example mentioned
above, Carnap’s objection would take this form: In the case of the prediction
that the next cmerald will be grue, more is known than that the emeralds so far
observed were all grue, i.c., that they were cither examined before ¢ and were
green or were not examined before t and were blue: it is known that they were
all examined before t. And failurc to include this information in the evidence
violates the requircment of total evidence.

But an inductive logic constructed in accordance with Carnap’s conception
would avoid our inconsistencies for yet another reason: According to that
conception, as was pointed out in section 3 above, an inductive argument must
be construcd asshowing that the information given in the evidence, which forms
the premiscs, lends more or less strong inductive support to the conclusion; and
thus construed, inductive inference docs not lend itsclf to the categorical estab-
lishment of the conclusion cven if the premises arc known to be, or are accepted as,
true statements. Hence, the possibility of positing or accepting incompatible
statements as the result of inductive inferences does not arise.

But perhaps, in an inductive logic thus conccived, the difficulty posed by the
inconsistencies would simply appcar in a different form: For example, if the
information on the many cmeralds obscrved so far shows them all to have been
both green and grue, does it not stand to reason that this information should

41. Cf. C. G. Hempel, ““Studics in the Logic of Confirmation,” Mind 54: 1-26 and 97-121
(1945); especially section 5. (Reprinted in this volume.)

42. Cf. N. Goodman, “A Query on Confirmation,” The Journal of Philospohy 43: 383-gs5
(1946); Carnap, “On the Application of Inductive Logic,” section 3: and Goodman’s reply,
*“On Infirmities of Confirmation Theory,” Philosophy and Phenomenological Research 8: 14951
(1947).
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confer a high probability on each of the two incompatible predictions ‘the first
emerald examined after ¢ will be green’ and ‘the first emerald examined after ¢
will be grue’s Again, the answer is in the negative. For as a consequence of the
basic postulates for inductive probability, the sum of the probabilities which a
logically consistent set of statements—e.g., the total evidence at t—confers upon
two logically incompatible hypotheses is at most 1; hence, if one of the proba-
bilities is close to 1, the other must be close to 0.

6. ON RULES OF RATIONAL DECISION AND BELIEF

The elementary induction rules considered in the previous section construe
inductive reasoning as leading to the acquisition of new statements on the basis
of given ones. In this respect, they accord well with the familiar conception that
inductive procedures, at the common sense and at the scientific levels, lead to
the acceptance of certain empirical hypotheses on the basis of evidence that gives
them more or less strong, but not, as a rule, logically conclusive, support. The
body of scientific knowledge at a given time would then be represented by the
set of all statements accepted by science at that time. Membership in this set
would be granted to a hypothesis, however well confirmed, only until further
notice, i.e., with the understanding that the privilege may be withdrawn if
evidence unfavorable to the hypothesis should appear in the future.

The rejection of our elementary induction rules thus naturally suggests the
question whether there is not some consistent alternative way of construing this
conception of scientific knowledge and, more specifically, the notion of rules
authorizing the addition of sufficiently supported “new’” empirical hypotheses
to the set of previously accepted ones. This question clearly belongs to what
Canap calls the methodology of induction: it concerns the application of
inductive logic to the formation of rational beliefs. It scems of interest, therefore,
to inquire whether the question might not be treated as a special case of another,
very general, problem of application which has received a great deal of attention
in recent years, namely, the problem of formulating rules for rational choice or
decision in the face of several alternatives: the acceptance of a hypothesis might
then be construable as a case of theoretical choice between alternative hypotheses.

The problem of rational decision rules has recently been dealt with in the
statistical theory of decision—making and the theory of games, which do not
make use of the concept of inductive probability, and it has also been investigated
from the point of view of inductive logic. Here, I will limit myself to a brief
consideration of Carnap’s approach to the question. On the assumption that a
system of inductive logic in Carnap’s sense is available, the problem of rational
choice can be posed in the following schematic form: An agent X has to choose
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one out of n courses of action, 4,, 4,,. .., 4,, which, on his total evidence e,
logically exclude each other and jointly exhaust all the possibilities open to him.
The agent contemplates a set O,, O,,. . ., O,, of different possible “outcomes”
which, on e, are mutually exclusive and jointly exhaustive (i.., e logically implies
that exactly one of these outcomes will come about). Then, for any one of those
actions, say 4, and any one of those outcomes, say O,, the given system of
inductive lognc dctcrmlnes a probability for the hypothesis that, given e, 4; will
lead to the outcome O,. Indeed, if 4, and o, arc statements describing 4; and Ox
respectively, that probability is given by ¢ (0, ¢ . a)).

What course of action it is rational for X to choose in the given circumstances
will depend, of course, on what his objectives are; or, putting it more broadly,
what value or disvalue he attaches to the various outcomes that might occur as
a result of his action. In many theoretical studies of rational decision-making,
and in particular in Carnap’s treatment of the problem, it is assumed that the
values and disvalues in question can be represented by a quantitative concept of
utility, i.e., a function u assigning to each possible outcome O, a real number
u(O,), or briefly u,, which indicates the utility of outcome O, for X.The taskof
specifying operational criteria for this concept of utility—i.e., in effect, of specify-
ing methods of measuring the utilities of possible outcomes (which may be very
complex) for a given person—raises difficult problems, which have been the
object of much theoretical and experimental work in recent years;* in the present
context however, we need not enter into these issues.

The problem to be solved now calls for the formulation of a general decision
rule such that, given any e and any set of 4, and O, which meet the conditions
mentioned above, and given also the unlmcs attached to the O,, the rule will
determine which of the available courses of action it is rational to adopt in the
given circumstances. Carnap adopts a rule which directs the agent to choose an
action which offers him the highest expectation of utility. The expectation value,
or the probability-estimate, of the utility associated with action 4; is given by the
formula

(6.1) u'(4,€) =clo, e a) uy+...+¢clo,, e a) u,

and Carnap’s rule may be stated as follows:

(6.2) Rule of maximizing the estimated utility: In the specified circumstances,
choose a course of action for which the estimate of the resulting utility is

43. For details and further bibliographic references see, for example, Carnap, Logical
Foundations of Probability, section 51; J. von Neumann and O. Morgenstern, Theory of Games
and Economic Behavior (Princeton University Press, 2nd ed., 1947); L.]. Savage, The Foundations
of Statistics (New York, Wiley, 1954), chap. 5; R. D. Luce and H. Raiffa, Games and Decisions
(New York, Wiley, 1957), chap. 2; R. B. Braithwaite, Scientific Explanation (Cambridge Uni-
versity Press, 1953), chap. VII.
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a maximum, i.e., is not exceeded by the utility estimates associated with
any of the alternative courses of action.*

In an attempt to apply this maxim to the problem of acceptance rules for
scientific hypotheses, let us suppose now that a scientist has at his disposal the
set of all statements accepted by science at the time, which we may assume to be
expressed in the form of one complicated sentence e; that he has invented, or has
been presented with, a set of n hypotheses, hy, hs, . . ., h,, which, one, are pairwise
incompatible while jointly exhausting all possibilities (i.e., e logically implies
the negation of the conjunction of any two of the hypotheses, as well as the
disjunction of all of them); and that he has to choose one from among the follow-
ing n + 1 courses of action: To accept h, and add it to e; . . .; to accept h, and
add it to e; to accept none of the n hypotheses and thus to leave ¢ unchanged.
The problem is to construct a rule that will determine which choice it is rational
to make. Clearly, this approach to the problem of rules for rational inductive
acceptance does not involve the kind of narrowly inductivist conception of
scientific research which, though hardly espoused nowadays, has been made a
flogging horse by some writers on scientific procedure; more specifically, we
are not envisaging a rule which, given some empirical evidence, will make it
possible inductively to infer “the,” or even a, hypothesis or theory that will
account for, or explain, the given evidence. Rather, it is assumed here that
several rival hypotheses have been proposed; the invention of such hypotheses
requires, in general, scientific inventiveness and, in important cases, great genius;
it cannot be achieved by the use of mechanical induction rules. The inductive
problem here considered is rather that of deciding, on the available evidence—
which may include the results of extensive tests—which, if any, of the proposed
hypotheses is to be accepted and thus to be added to the corpus of scientific
knowledge.

Now, Carnap’s decision principle (and analogously also such policies as
the minimax principle developed in the theory of games and statistical decisions®)
requires, as a basis for a rational decision, a specification both of the total evidence
and of the utilities attached to the various possible outcomes of the contemplated
actions. In our case, the possible outcomes may be described as: enlarging e by h,
where h, is true; enlarging e by b where b, is false;...; enlarging e by h, where h,
is true; enlarging e by h, where h,_ is false; leaving e unchanged. What utilities
are we to assign to these outcomes? This much is clear: the utilities should reflect
the value or disvalue which the different outcomes have from the point of view
of pure scientific research rather than the practical advantages or disadvantages

44. Cf. Carnap, Logical Foundations of Probability, p. 269.
45. Cf. Carnap’s remarks in section 98 of Logical Foundations of Probability, and the literature
listed in note 43.
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that might result from the application of an accepted hypothesis, according as

the latter is true or false. Let me refer to the kind of utilities thus vaguely charac-

terized as purely scientific, or epistemic, utilities.

Construing the proverbial “pursuit of truth” in science as aimedatthe estab-
lishment of a maximal system of true statements, we might try as a first step
to measure the utility of adding a hypothesis /i to e in terms of the strength of
that part of the information contained in h which is not contained in ¢, and which
thus goes beyond what has been previously established. This new information
contained in h is expressed by the sentence h v —e. For his equivalent to (i v ¢):
(h v —e); the first of the two conjoined sentences follows from h as well as
from e and thus represents information given by h as well as by ¢; the second of the
conjoined sentences follows from / and thus expresses part of the information
given by h, but it has no content in common with e since its disjunction with e is
a logical truth.

To represent the amount, or the strength, of the information given by a
sentence, we use the concept of a content measure for the sentences of a (suitably
formalized) language L. By such a content measure, we understand any function
m which assigns to cvery sentence s of L a number m(s) in such a way that (i)
m (s) is a number in the interval from 0 to 1, inclusive of the endpoints; (ii)  (s)
=1 if s is logically false (sclf-contradictory); (iii) if 5, and s, have no common
content—i.e., if the sentence s; v s,, which expresses their common content, is a
logical truth—then m(s,.s,) = m(s;) + m(s,); (iv) if 5, and s, are logically equiv-
alent then m(s;) = m(s,). Content measures in this sense can readily be constructed
for certain kinds of formalized language.4®

Suppose now that m is a content measure for a formalized language of empiri-
cal science. Then we might tentatively sct the utility of adding h to e equal to
m(h v — e) if h is true, and equal to — m(h v — ¢)if h is false. More generally,
taking account of the principle of diminishing marginal utility, we might set
the utility of adding h to e dircctly proportional to the amount of new information
provided by h, or to the negative value of that amount, according as h is true
or false; and inversely proportional to the amount of information already con-
tained in e. This would yield the following definition:

(6.3) Relative—content measure of purely scientific utility: The purely scientific
utility of adding /i to eis k.m(h v — ¢)/m(c) when h is true, and the negative
of this value when h is false; k being some positive constant.

46. For specific examples sce C. G. Hempel and P. Oppenheim, “Studies in the Logic of
Explanation,” Philosophy of Science 15: 135-75(1948) (reprinted in this volume), especially sec-
tions 8and 9; and R. Carnap and Y. Bar-Hillel, “An Outline of a Theory of Semantic Infor-
mation,” Massachusetts Institute of Technology, Research Laboratory of Electronics. Technical

Report No. 247 (1952). As background, see also Carnap, Logical Foundations of Probability,
section 73.
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It can be shown® that if this utility measure is adopted—no matter which
of the many possible measure functions m might be—then Carnap’s principle
of maximizing the estimated utility yields the following decision rule for
the case, characterized above, of a choice between the n + 1 alternatives of
accepting hy,. . ., accepting h,, and accepting none of the alternative hypotheses:

(64) Acceptance rule based on relative—content measure of utility.

Of the n hypotheses, at most one can have a probability on e which exceeds
4 if there is one, accept it. Otherwise, there may be at most two hypo-
theses with a probability of 4; in this case, accept one of these, or, alter-
natively, accept none of the n hypotheses. Finally, if each of the n hypo-
theses has a probability of less than } on e, accept none of them. (In the
first case, the estimated udility will be positive, inall other cases,
z€10.)

Thus, if epistemic utility is construed in the manner of (6.3), then Carnap’s
general principle of maximizing the estimated utility yields a rule which makes
the acceptance of one or none of the n rival hypotheses depend solely on the
probabilities which these hypotheses possess on the total evidence e. This rule
cannot lead into inductive inconsistencies since the accepted hypothesis must
have a probability of at least } on the total evidence and thus cannot be incom-
patible with the latter: and the total evidence, it will be recalled, represents in
our case the set of all statements accepted in science at the time. Nevertheless, rule
(6.4) is unsatisfactory; in particular, it is much too lenient to be suitable as a
general rule of scientific procedure. This must not be taken to prove, however,
that Carnap’s rule for rational choice simply cannot yield a reasonable acceptance
rule for scientific hypotheses: quite likely, our crude definition of epistemic
utility is at fault.

And indeed, apart from providing true or false new information, the addition
of a hypothesis h to e has other aspects which are of importance to pure science,
and which have to be taken into account in an attempt to define a concept of
purely scientific utility. For example, if h has the character of a general law or
of a theoretical principle, its explanatory power with respect to relevant data
included in e will strongly influence the potential utility of accepting h. A closely
related factor would no doubt be the gain in logical simplicity which would
accrue to the total system of accepted statements as a result of incorporating h
into it. If factors such as these are to be taken into account they will have to be
given clear and precise definitions. Some initial steps towards this end have been

47. The proof, which will be omitted here, is a generalization of the argument used to
establish a more limited result in section 12 of my essay *“Deductive-Nomological vs. Statistical
Explanation.”
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taken in recent years,*® but a great deal of further work is necded if a reasonably
adequate general concept of epistemic utility is to be attained.

The approach just outlined to the problem of inductive acceptance rules
construes the formation of rational empirical belicf and the establishment of
scientific knowledge as involving the use of certain inductive principles which,
under specified conditions, authorize the (provisional) acceptance of a hypothesis
on a given body of total evidence, rather than simply detcrmine its degree of
confirmation. As an alternative, it would be interesting to investigate possible
ways of construing the logic of rational belicf and of scientific knowledge without
assuming acceptance rules. The only inductive principles invoked in such a con-
strual would then be, broadly speaking, probabilistic in character; for example,
they might be inductive rules of the kind envisaged by Carnap and might take
such forms as (3.4) and 3.5);4® or they might be of somec different character,
perhaps in accordance with statistical decision theories.

In fact, it has recently been argued, especially by writers on statistical decision
procedures and on the theory of games, that it makes no clear sense to speak of
the acceptance of a scientific hypothesis per se, without specification of a course
of action to be based on it; and that, in particular, what in decision theory is
referred to as the acceptance of a given hypothesis always amounts to the adop-
tion of a certain course of action. On this view, one would have to construe the
notion of scientific knowledge without using the idea of acceptance at all; or,
at best, onc would have to construe acceptance as a pragmatic concept that has
no counterpartin the logic of science. However, asThave tried to show elsewhere,**
this view, though supported by some very plausible arguments, faces difficulties
of its own.®

At present, it scems to mc an open question whether the idea of inductive
acceptanceof a hypothesisin puresciencecanbe givenaclearand methodologically
illuminating construal, and correlatively, whether there are any good reasons

48. For a definition of the explanatory power of hypotheses expressible in certain simple
kinds of formalized languages, see Hempel and Oppenheim, loc. cit., sections 8 and 9. On
the subject of simplicity in the sense here referred to, sec K. Popper, The Logic of Scientific
Discovery (London: Hutchinson, 1959), chap. VII and passim; and cf. also the lucid discussion
and tentative explication in S. Barker, Induction and Hypothesis, where further bibliographic
references, especially to the work of Kemeny, will be found.

49. In this connection, cf. Carnap’s remarks in Logical Foundations of Probability, p. 206.

50. Cf. Hempel, “Deductive-Nomological vs. Statistical Explanation,” section 12.

51. The considerations here outlined secm to me to cast doubt upon the view that the
question “‘whether to accept a certain hypothesis- whether to believe it - is . . . easier to answer
than the question of whether to act upon it”. This view is set forth by R. Chisholm in his book
Perceiving: A Philosophical Study (Cornell University Press, 1957), pp. 10-11 (author’s italics).
Part I of this book, entitled *“The Ethics of Belief,” contains many illuminating observations on
issues discussed in the present essay.
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for preserving the familiar notion of scientific induction rules that authorize
the acceptance of a hypothesis on the basis of suitable evidence. For the further
clarification of these issues, it will be necessary to elaborate more fully and pre-
cisely the alternative conceptions of scientific knowledge briefly considered
in this section: and this calls for additional philosophical analysis in Carnap’s
sense, aimed at a logical explication? of the concepts central to the problem.

52. See Carnap, Logical Foundations of Probability, chap. L.






3. SCIENCE AND

HUMAN VALUES

1. THE PROBLEM

OUR AGE is often called an age of science and of scientific technology,
and with good reason: the advances made during the past few centuries
by the natural sciences, and more recently by the psychological and sociological
disciplines, have enormously broadened our knowledge and deepened our
understanding of the world we live in and of our fellow men; and the practical
application of scientific insights is giving us an ever increasing measure of control
over the forces of nature and the minds of men. As a result, we have grown quite
accustomed, not only to the idea of a physico-chemical and biological tech-
nology based on the results of the natural sciences, but also to the concept, and
indeed the practice, of a psychological and sociological technology that utilizes
the theories and methods developed by behavioral research.

This growth of scientific knowledge and its applications has vastly reduced
the threat of some of man’s oldest and most formidable scourges, among them
famine and pestilence;; it has raised man’s material level of living, and it has put
within his reach the realization of visions which cven a few decades ago would
have appeared utterly fantastic, such as the active exploration of interplanetary
space.

But in achieving thesc results, scientific technology has given rise to a host
of new and profoundly disturbing problems: The control of nuclear fission has
brought us not only the comforting prospect of a vast new reservoir of energy,

This article first appeared in R. E. Spiller (cd.), Social Control in a Free Society. Philadelphia:
University of Pennsylvania Press, 1960, pp. 39-64. It is here reprinted, with some deletions and
some additions, by the kind permission of the University of Pennsylvania Press.
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but also the constant threat of the atom bomb and of grave damage, to the present
and to future generations, from the radioactive by-products of the fission proces;
even in its peaceful uses. And the very progress in biological and medical knowh
edge and technology which has so strikingly reduced infant mortality and ir-
creased man’s life expectancy in large areas of our globe has significantly con-
tributed to the threat of the “population explosion,” the rapid growth of the
earth’s population which we are facing today, and which, again, is a matter of
grave concern to all those who have the welfare of future generations at heart.

Clearly, the advances of scientific technology on which we pride oursclves,
and which have left their characteristic imprint on every aspect of this “age of
science,” have brought in their train many new and grave problems which
urgently demand a solution. It is only natural that, in his desire tocope withthest
new issues, man should turn to science and scientific technology for further help.
But a moment’s reflection shows that the problems that need to be dealt with
are not straightforward technological questions but intricate complexes of
technological and moral issues. Take the case of the population explosion, for
example. To be sure, it does pose specific technological problems. One of thest
is the task of satisfying at least the basic material needs of a rapidly growing
population by means of limited resources; another is the question of means by
which population growth itself may be kept under control. Yet these technica
questions do not exhaust the problem. For after all, even now we have at our
disposal various ways of counteracting population growth; but some of these,
notably contraceptive methods, have been and continue to be the subject of
intense controversy on moral and religious grounds, which shows that an ade-
quate solution of the problem at hand requires, not only knowledge of technical
means of control, but also standards for evaluating the alternative means at our
disposal; and this second requirement clearly raises moral issues.

There is no need to extend the list of illustrations: any means of technical
control that science makes available to us may be employed in many different
ways, and a decision as to what use to make of it involves us in questions of moral
valuation. And here arises a fundamental problem to which I would now like
to turn: Can such valuational questions be answered by means of the objective
methods of empirical science, which have been so successful in giving us reliable,
and often practically applicable, knowledge of our world: Can those methods
serve to establish objective criteria of right and wrong and thus to provide valid
motal norms for the proper conduct of our individual and social affairs?

2. SCIENTIFIC TESTING

Let us approach this question by considering first, if only in brief and sketchy
outline, the way in which objective scientific knowledge is arrived at. We may
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leave aside here the question of ways of discovery; i.e., the problem of how a new
scientific idea arises, how a novel hypothesis or theory is first conccived; for our
purposes it will suffice to consider the scientific ways of validation; i.c., the manner
in which empirical science goes about examining a proposed new hypothesis
and determines whether it is to be accepted or rejected. T will use the word
‘hypothesis” here to refer quite broadly to any statements or sct of statements in
empirical science, no matter whether it deals with some particular event or
purports to set forth a general law or perhaps a morc or less complex theory.

As is well known, empirical science decides upon the acceptability of a pro-
posed hypothesis by means of suitable tests. Sometimes such a test may involve
nothing more than what might be called direct observation of pertinent facts.
This procedure may be used, for example, in testing such statements as “It is
raining outside,” ““All the marbles in this urn are blue,” “The needle of this
ammeter will stop at the scale point marked 6,” and so forth. Here a few direct
observations will usually suffice to decide whether the hypothesis at hand is to be
accepted as true or to be rejected as false.

But most of the important hypotheses in empirical science cannot be tested
in this simple manner. Direct observation does not suffice to decide, for example,
whether to accept or to reject the hypotheses that the earth is a sphere, that
hereditary characteristics are transmitted by genes, that all Indo-European
languages developed from onc common ancestral language, that light is an
clectromagnetic wave process, and so forth. With hypotheses such as these,
science resorts to indirect methods of test and validation. While these methods
vary greatly in procedural detail, they all have the same basic structure and ration-
le. First, from the hypothesis under test, suitable other statements are inferred
which describe certain directly observable phenomena that should be found to
occur under specifiable circumstances i€ the hypothesis is true; then those inferred
statements are tested directly; i.e., by checking whether the specified phenomena
do in fact occur; finally, the proposed hypothesis is accepted or rejected in the
light of the outcome of these tests. For example, the hypothesis that the earth
is spherical in shape is not dircctly testable by observation, but it permits us to
infer that a ship moving away from the observer should appear to be gradually
dropping below the horizon; that circumnavigation of the earth should be
possible by following a straight course; that high-altitude photographs should
show the curving of the earth’s surface; that ccrtain geodetic,and astronomical
measurements should yield such and such results; and so forth. Inferred state-
ments such as these can be tested more or less directly; and as an increasing num-
ber and variety of them are actually borne out, the hypothesis becomes increas-
ingly confirmed. Eventually, a hypothesis may be so well confirmed by the
available evidence that it is accepted as having been established beyond reasonable
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doubt. Yet no scientific hypothesis is ever proved completely and definitively;
there is always at least the theoretical possibility that new evidence will be dis-
covered which conflicts with some of the observational statements inferred from
the hypothesis, and which thus leads to its rejection. The history of science
records many instances in which a once accepted hypothesis was subsequently
abandoned in the light of adverse evidence.

3. INSTRUMENTAL JUDGMENTS OF VALUE

We now turn to the question whether this method of test and validation may
be used to establish moral judgements of value, and particularly judgments to the
effect that a specified course of action is good or right or proper, or that it is
better than certain alternative courses of action, or that we ought—or ought not—
to act in certain specified ways.

By way of illustration, consider the view that it is good to raise children
permissively and bad to bring them up in a restrictive manner. It might seem
that, at least in principle, this view could be scicntifically confirmed by appro-
priate empirical investigations. Suppose, for example, that careful research had
established (1) that restrictive upbringing tends to generate resentment and
aggression against parents and other persons exercising educational authority,
and that this leads to guilt and anxicty and an eventual stunting of the child’s
initiative and creative potentialities; whereas (2) permissive upbringing avoids
these consequences, makes for happier interpersonal relations, encourages
resourcefulness and self-reliance, and enables the child to develop and enjoy his
potentialities. These statements, especially when suitably amplified, come within
the purview of scientific investigation; and though our knowledge in the matter
is in fact quite limited, let us assume, for the sake of the argument, that they had
actually been strongly confirmed by careful tests. Would not scientific rescarch
then have objectively shown that it is indeed better to raise children in a per-
missive rather than in a restrictive manner:

A moment’s reflection shows that this is not so. What would have been
established is rather a conditional statement; namely, that if our children are to
become happy, emotionally secure, creative individuals rather than guilt-
ridden and troubled souls then it is better to raise them in a permissive than ina
restrictive fashion. A statement like this represents a relative, or instrumental,
Jjudgment of value. Generally, a relative judgment of value states that a certain kind
of action, M, is good (or that it is better than a given alternative M,) if a specified
goal G is to be attained; or more accurately, that M is good, or appropriate, for
the attainment of goal G. But to say this is tantamount to asserting either that,
in the circumstances at hand, course of action M will definitely (or probably)
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lead to the attainment of G, or that failure to embark on course of action M will
definitely (or probably) lead to the nonattainment of G. In other words, the
instrumental value judgment asserts either that M is a (definitely or probably)
sufficient means for attaining the end or goal G, or that it is a (definitely or
probably) necessary means for attaining it. Thus, a relative, or instrumental,
judgment of value can be reformulated as a statement which expresses a universal
or a probabilistic kind of means-ends relationship, and which contains no terms
of moral discourse—such as ‘good,” ‘better,’” ‘ought to’— at all. And a statement
of this kind surely is an empirical assertion capable of scientific test

4. CATEGORICAL JUDGMENTS OF VALUE

Unfortunately, this does not completely solve our problem; for after a relative
judgment of value referring to a certain goal G has been tested and, let us assume,
well confirmed, we are still left with the question of whether the goal G ought
to be pursued, or whether it would be better to aim at some alternative goal
instead. Empirical science can establish the conditional statement, for example,
that if we wish to deliver an incurably ill person from intolerable suffering, then
a large dose of morphine affords a means of doing so; but it may also indicate
ways of prolonging the patient’s life, if also his suffering. This leaves us with the
question whether it is right to give the goal of avoiding hopeless human suffering
precedence over that of preserving human life. And this question calls, not for a
relative but for an absolute, or categorical, judgment of value to the cffect that a certain
state of affairs (which may have been proposed as a goal or end) is good, or that
itis better than some specificd alternative. Are such categorical value judgments
capable of empirical test and confirmation:

Consider, for example, the sentence “Killing is evil.” It expresses a categorical
judgment of value which, by implication, would also categorically qualify
cuthanasia as evil. Evidently, the sentence does not express an assertion that can
bedircctly tested by observation; it does nat purport to describe a directly observ-
able fact. Can it be indirectly tested, then, by inferring from it statements
to the cffect that under specified test conditions such and such observable
phenomena will occurz Again, the answer is clearly in the negative. Indeed,
the sentence ‘Killing is cvil’ does not have the function of expressing an
assertion that can be qualified as true or false; rather, it scrves to express a
standard for moral appraisal or a norm for conduct. A categorical judgment of
value may have other functions as well; for example, it may serve to convey
the utterer’s approval or disapproval of a certain kind of action, or his commit-
ment to the standards of conduct expressed by the value judgment. Descriptive
empirical import, however, is absent; in this respect a sentence such as ‘Killing
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isevil' differsstrongly from, say, ‘Killing is condemned as evil by many religions,
which expresses a factual assertion capable of empirical test.

Categorical judgements of value, then, are not amenable to scientific tes
and confirmation or disconfirmation; for they do not express assertions but
rather standards or norms for conduct. It was Max Webser, I believe, who expres-
sed essentially the same idea by remarking that science is like a map: it can tell
us how to get to a given place, but it cannot tell us where to go. Gunnar Myrda,
in his book An American Dilemma (p. 1052), stresses in a similar vein that “factual
or theoretical studies alone cannot logically lead to a practical recommendation.
A practical or valuational conclusion can be derived only when there is at least
one valuation among the premises.”

Nevertheless, there have been many attempts to base systems of mord
standards on the findings of empirical science; and it would be of interest to
examine in some detail the reasoning which underlies those procedures. In the
present context, however, there is room for only a few brief remarks on this
subject.

It might seem promising, for example, to derive judgments of value from
the results of an objective study of human needs. But no cogent derivation of
this sort is possible. For this procedure would presuppose that it is right, or good,
to satisfy human needs—and this presupposition is itself a categorical judgment of
value: it would play the role of a valuational premise in the sense of Myrdal’s
statement. Furthermore, since there are a great many different, and partly
conflicting, needs of individuals and of groups, we would require not just the
general maxim that human needs ought to be satisfied, but a detailed set of
rules as to the preferential order and degree in which different needs are to be
met, and how conflicting claims are to be settled; thus, the valuational premise
required for this undertaking would actually have to be a complex system of
norms; hence, a derivation of valuational standards simply from a factual study
of needs is out of the question.

Several systems of ethics have claimed the theory of evolution as their
basis; but they are in serious conflict with each other even in regard to their most
fundamental tenets. Some of the major variants are illuminatingly surveyed in
a chapter of G. G. Simpson’s book, The Meaning of Evolution. One type, which
Simpson calls a “tooth-and-claw ethics,” glorifies a struggle for existence that
should lead to a survival of the fittest. A second urges the harmonious adjustment
of groups or individuals to one another so as to enhance the probability of their
survival, while still other systems hold up as an ultimate standard the increased
aggregation of organic units into higher levels of organization, sometimes with
the implication that the welfare of the state is to be placed above that of the
individuals belonging to it. It is obvious that these conflicting principles could
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not have been validly inferred from the theory of evolution—unless indeed that
theory were self-contradictory, which does not seem very likely.

But if science cannot provide us with categorical judgments of value, what
then can serve as a source of unconditional valuations: This question may cither
be understood in a pragmatic sense, as concerned with the sources from which
human beings do in fact obtain their basic values. Or it may be understood as
concerned with a systematic aspect of valuation; namely, with the question
where a proper system of basic values is to be found on which all other valuations
may then be grounded.

The pragmatic question comes within the purview of empirical science.
Without entering into details, we may say here that a person’s values—both
those he professes to espouse and those he actually conforms to—are largely
absorbed from the society in which he lives, and especially from certain influen-
tial subgroups to which he belongs, such as his family, his schoolmates, his
associates on the job, his church, clubs, unions, and other groups. Indeed his
values may vary from casc to case depending on which of these groups dominates
the situation in which he happens to find himself. In general, then, a person’s
basic valuations are no more the result of careful scrutiny and critical appraisal
of possible alternatives than is his religious affiliation. Conformity to the standards
of certain groups plays a very important role here, and only rarely are basic values
seriously questioned. Indeed, in many situations, we decide and act unreflectively
in an even stronger sensc; namcly, without any attempt to base our decisions on
some set of explicit, consciously adopted, moral standards.

Now, it might be held that this answer to the pragmaticversion of our question
reflects a regrettable human inclination to intellectual and moral inertia; but
that the really important side of our question is the systematic one: If we do want
to justify our decisions, we need moral standards of conduct of the unconditional
type—but how can such standards be established 2 If science cannot provide cate-
gorical value judgments, are there any other sources from which they might
be obtained? Could we not, for example, validate a system of categorical judg-
ments of value by pointing out that it represents the moral standards held up by
the Bible, or by the Koran, or by some inspiring thinker or social leader 2 Clearly,
this procedure must fail, for the factual information here adduced could serve
to validate the value judgments in question only if we were to use, in addition,
a valuational presupposition to the effect that the moral directives stemming
from the source invoked ought to be complied with. Thus, if the process of
justifying a given decision or a moral judgment is ever to be completed,certain
judgments of value have to be accepted without any further justification, just
asthe proof of a theorem in geometry requires that some propositions be accepted
as postulates, without proof. The quest for a justification of all our valuations
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overlooks this basic characteristic of the logic of validation and of justification.
The value judgments accepted without further justification in a given context
nced not, however, be accepted once and for all, with a commitment never to
question them again. This point will be claborated further in the final section of
this cssay.

As will hardly be necessary to stress, in concluding the present phase of our
discussion, the ideas set forth in the preceding pages do not imply or advocate
moral anarchy; in particular, they do not imply that any system of values is jus
as good, or just as valid, as any other, or that everyone should adopt the moral
principles that best suit his convenience. For all such maxims have the character
of categorical value judgments and cannot, therefore, be implied by the pre-
ceding considerations, which are purely descriptive of certain logical, psycho-
logical, and social aspects of moral valuation.

5. RATIONAL CHOICE: EMPIRICAL AND VALUATIONAL
COMPONENTS

To gain further insight into the relevance of scientific inquiry for categorical
valuation let us ask what help we might receive, in dealing with a moral problem,
from science in an ideal state such as that represented by Laplace’s conception of
a superior scientific intelligence, sometimes referred to as Laplace’s demon.
This fiction was used by Laplace, carly in the nineteenth century, to give a vivid
characterization of the idea of universal causal determinism. The demon is
conceived as a perfect observer, capable of ascertaining with infinite speed
and accuracy all that goes on in the universe at a given moment; he is also an
ideal theoretician who knows all the laws of nature and has combined them into
onc universal formula; and finally, he is a perfect mathematician who, by means
of that universal formula, is able to infer, from the observed state of the universe
at the given moment, the total state of the universe at any other moment; thus
past and future are present before his eyes. Surely, it is difficult to imagine that
science could ever achieve a higher degree of perfection!

Let us assume, then, that, faced with a moral decision, we are able to call upon
the Laplaccan demon as a consultant. What help might we get from him:
Suppose that we have to choose one of several alternative courses of action open
to us, and that we want to know which of these we onght to follow. The demon
would then be able to tell us, for any contemplated choice, what its consequences
would be for the future course of the universe, down to the most minute detail,
however remote in space and time. But, having done this for each of the alter-
native courses of action under consideration, the demon would have completed
his task : he would have given us all the information that an ideal science might
provide under the circumstances. And yet he would not have resolved our moral
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problem, for this requires a decision as to which of the scveral alternative sets of
consequences mapped out by the demon as attainable to us is the best; which of
them we ought to bring about. And the burden of this decision would still fall
upon our shoulders: it is we who would have to commit ourselves to an uncon-
ditional judgment of value by singling out onc of the sets of consequences as
superior to its alternatives. Even Laplace’s demon, or the ideal science he stands
for, cannot relieve us of this responsibility.

In drawing this picture of the Laplacean demon as a consultant in decision-
making, I have cheated a little; for if the world were as strictly deterministic
as Laplace’s fiction assumes, then the demon would know in advance what
choice we were going to make, and he might disabuse us of the idca that there
were several courses of action open to us. However that may be, contemporary
physical theory has cast considerable doubt on the classical conception of the
universe as a strictly deterministic system: the fundamental laws of nature are
now assumed to have a statistical or probabilistic rather than a strictly universal,
deterministic, character.

But whatever may be the form and the scope of the laws that hold in our
universe, we will obviously never attain a perfect state of knowledge concerning
them; confronted with a choice, we never have more than a very incomplete
knowledge of the laws of nature and of the state of the world at the time when
we must act. Our decisions must therefore always be made on the basis of in-
complete information, a state which enables us to anticipate the consequences of
alrernative choices at best with probability. Science can render an indispensable
service by providing us with increasingly extensive and reliable information
relevant to our purpose; but again it remains for us to evaluate the various
probable sets of consequences of the alternative choices under consideration.
And this requires the adoption of pertinent valuational standards which are
not objectively determined by the empirical facts.

This basic point is reflected also in the contemporary mathematical theories
of decision-making. One of the objectives of these theories is the formulation
of decision rules which will determine an optimal choice in situations where
several courses of action are available. For the formulation of decision rules,
these theories require that at least two conditions be met: (1) Factual information
must be provided specifying the available courses of action and indicating for
each of these its different possible outcomes—plus, if feasible, the probabilities
of their occurrence;; (2) there must be a specification of the values—often prosai-
cally referred to as utilities—that are attached to the different possible outcomes.
Only when these factual and valuational specifications have been provided does
it make sense to ask which of the available choices is the best, considering the
values attaching to their possible results.
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In mathematical decision theory, several criteria of optimal choice have been
proposed. In case the probabilities for the different outcomes of each action are
given, one standard criterion qualifies a choice as optimal if the probabilistically
expectable utility of its outcome is at least as great as that of any alternative
choice. Other rules, such as the maximin and the maximax principles, provide
criteria that are applicable even when the probabilitics of the outcomes are not
available. But interestingly, the various criteria conflict with each other in the
sense that, for one and the same situation, they will often select different choices
as optimal.

The policies expressed by the conflicting criteria may be regarded as reflecting
different attitudes towards the world, different degrees of optimism or pessinism,
of venturesomeness or caution. It may be said therefore that the analysis offered
by current mathematical models indicates two points at which decision-making
calls not solely for factual information, but for categorical valuation, namely,
in the assignment of utilities to the different possible outcomes and in the adop-
tion of one among many competing decision rules or criteria of optimal choice.
(This topic is developed in more detail in section 10.2 of the essay “‘Aspects of
Scientific Explanation” in this volume.)

6. VALUATIONAL “PRESUPPOSITIONS” OF SCIENCE

The preceding three sections have been concerned mainly with the question
whether, or to what extent, valuation and decision presuppose scientific investiga-
tion and scientific knowledge. This problem has a counterpart which deserves
some attention in a discussion of science and valuation; namely, the question
whether scientific knowledge and method presuppose valuation.

The word “presuppose” may be understood in a number of different senscs
which require separate consideration here. First of all, when a person decides
to devote himself to scientific work rather than to some other carcer, and again,
when a scientist chooses some particular topic of investigation, these choices wil
presumably be determined to a large extent by his preferences, i.c., by how
highly he values scientific rescarch in comparison with the alternatives open to
him, and by the importance he attaches to the problems he proposes to investi-
gate. In this explanatory, quasi-causal sense the scientific activities of human beings
may certainly be said to presuppose valuations.

Much more intriguing problems arise, however, when we ask whether
judgments of value are presupposed by the body of scientific knowledge, which
might be represented by a system of statements accepted in accordance with the
rules of scientific inquiry. Here presupposing has to be understood in a systematic-
logical sense. One such sense is invoked when we say, for example, that the
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statement ‘Henry’s brother-in-law is an engineer’ presupposes that Henry has
awife or asister: in this sense, a statement presupposes whatever can be logically
inferred from it. But, as was noted earlicr, no set of scientific statements logically
implies an unconditional judgment of value; hence, scientific knowledge does
not, in this sense, presuppose valuation.

There is another logical sense of presupposing, however. We might say,
for example, that in Euclidean geometry the angle—sum theorem for triangles
presupposes the postulate of the parallels in the scnse that that postulate is an
essential part of the basic assumptions from which the theorem is deduced.
Now, the hypotheses and theories of empirical science are not normally validated
by deduction from supporting evidence (though it may happen that a scientific
statement, such as a prediction, is established by deduction from a previously
ascertained, more inclusive set of statements); rather, as was mentioned in
section 2, they are usually accepted on the basis of evidence that lends them only
partial, or “inductive,” support. But in_any event it might be asked whether
the statements representing scientific knowledge presuppose valuation in the
scnsc Ji—t t@ounds on which thcy are accepted include, sometimes or aTways

certain uncondlt,l_qnal_}udgnmnts of value. Again thgg_g_s.\y*gr_ is in_the negative.
The grounds on which scientific hypotheses are accepted or rejected are provided
by empirical evidence, which may include observational findings as well as

previousty'e estabinshcd laws and theories, but surely no value judgments. Suppose
for example that, in support of the hypothesis that a radiation belt of a specified
kind surrounds the carth, a scientist were to adduce, first, certain observational
data, obtained perhaps by rocket-borne instruments; second, certain previously
accepted theories invoked in the interpretationof those data; and finally, certain
judgments of value, such as ‘it is good to ascertain the truth’. Clearly, the
judgments of value would then be dismissed as lacking all logical relevance to
the proposed hypothesis since they can contribute neither to its support nor to its
disconfirmation.

But the question whether science presupposes valuation in a logical sense can
be raised, and recently has been raised, in yet another way, referring more
specifically to valuational presuppositions of scientific method. In the preceding
considerations, scientific knowledge was represented by a system of statements
which are sufficiently supported by available evidence to be accepted in accord-
ance with the principles of scientific test and validation. We noted that as a rule
the observational evidence on which a scientific hypothesis is accepted is far
from sufficient to establish that hypothesis conclusively. For example, Galileo’s
law refers not only to past instances of free fall near the earth, but also to all
future ones; and the latter surely are not covered by our present evidence.
Hence, Galileo’s law, and similarly any other law in empirical science, is accepted
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on the basis of incomplete evidence. Such acceptance carries with it the “induc
tive risk” that the presumptive law may not hold in full generality, and tha
future evidence may lead scientists to modify or abandon it.

A precise statement of this conception of scientific knowledge would requir,
among other things, the formulation of rules of two kinds: First, rules of cor-
firmation, which would specify what kind of evidence is confirmatory, what kind
disconfirmatory for a given hypothesis. Perhaps they would also determine
numerical degree of evidential support (or confirmation, or inductive probability
which a given body of evidence could be said to confer upon a proposed hype-
thesis. Secondly, there would have to be rules of acceptance: these would specif
how strong the evidential support for a given hypothesis has to be if the hype-
thesis is to be accepted into the system of scientific knowledge; or, more gener
ally, under what conditions a proposed hypothesis s to be accepted, under whit
conditions it is to be rejected by science on the basis of a given body of evidenct

Recent studies of inductive inference and statistical testing have devoted 3
great deal of effort to the formulation of adequate rules of either kind. In par-
ticular, rules of acceptance have been treated in many of these invcsv:igation.sils
special instancesof decision rules of the sort mentioned in the preceding sectiof-
The decisions in question are here either to accept or to reject a proposed hyp>
thesis on the basis of given evidence. As was noted earlier, the formulation 0
“adequate” decision rules requires, in any case, the antecedent speciﬁcatiol? 0
valuations that can then serve as standards of adequacy. The requisi®
valuations, as will be recalled, concern the different possible outcomes of the
choices which the decision rules are to govern. Now, when a scientific rule of
acceptance is applied to a specified hypothesis on the basis of a given body of
evidence, the possible “‘outcomes” of the resulting decision may be divided into
four major types: (1) the hypothesis is accepted (as presumably true) in accordance
with the rule and is in fact true; (2) the hypothesis is rejected (as presumabl)'
false) in accordance with the rule and is in fact false; (3) the hypothesis is accepc
in accordance with the rule, but is in fact false; (4) the hypothesis is rejected in
accordance with the rule, but is in fact true. The former two cases are W!‘“
science aims to achieve; the possibility of the latter two represents the inductive
risk that any acceptance rule must involve. And the problem of formulating
adequate rules of acceptance and rejection has no clear meaning unless standards
of adequacy have becn provided by assigning definite values or disvalues to those
different possible “outcomes” of acceptance or rejection. It is in this sense that
the method of establishing scientific hypotheses “presupposes” valuation: the
justification of the rules of acceptance and rejection requires reference to valoe
judgments.

" 'In the cases where the hypothesis under test, if accepted, is to be made the
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basis of a specific course of action, the possible outcomes may lead to success
or failure of the intended practical application; in these cases, the values and
disvalues at stake may well be expressible in terms of monetary gains or losses;
and for situations of this sort, the theory of decision functions has developed
various decision rules for use in practical contexts such as industrial quality
control. But when it comes to decision rules for the acceptance of hypotheses in
pure scientific research, where no practical applications are contemplated, the
question of how to assign values to the four types of outcome mentioned carlicr
becomes considerably more problematic. But in a general way, it scems clear

that the standards governing the inductive procedurcs of pure science reflect the

objectlve of obtaining a certain goal, which might be described somewhat
vagEc-l; as the attainment of an increasingly rcliable, extensive, and theoretically
system:mzed body of information about the world. Note thatif we were con-
cerned, instead, to form a system of belicfs or a world view that is emotionally
reassuring or csthctlcally satisfying to us, then it would not be reasonable at all
toinsist, as science does, on a close accord between the beliefs we accept and our
empirical evidence; and thc standards of objective testability and confirmation
by publicly asc ascertainable evidence would have to be replaced by acceptance
standards of an entirely different kind. The standards of procedure must in each
aase be formed in consideration of the goals to be attained; their justification
must be relative to ;hosc goals and must, in this sense, presuppose them.

7. CONCLUDING COMPARISONS

If, as has been argucd in section 4, science cannot provide a validation of
categorical value judgments, can scientific method and knowledge play any role
at all in clarifying and resolving problems of moral valuation and decision:
The answer is emphatically in the affirmative. I will try to show this in a brief
survey of the principal contributions science has to offer in this context.

First of all, science can provide factual information required for the resolution
of moral issues. Such information will always be needed, for no matter what
system of moral values we may espousc—whether it be egoistic or altruistic,
hedonistic or utilitarian, or of any other kind—surely the specific course of
action it enjoins us to follow in a given situation will depend upon the facts about
that situation; and it is scientific knowledge and investigation that must provide
the factual information which is needed for the application of our moral standards.

More specifically, factual information is needed, for example, to ascertain (a)
whether a contemplated objective can be attained in a given situation; (b) if it
can be attained, by what alternative means and with what probabilities ;(c) what
side effects and ulterior consequences the choice of a given means may have apart
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from probably yielding the desired end; (d) whether several proposed ends are
jointly realizable, or whether they are incompatiblein thesense that the realization
of some of them will definitely or probably prevent the realization of others.

By thus giving us information which is indispensable as a factual basis for
rational and responsible decision, scientific research may well motivate us to
change some of our valuations. If we were to discover, for example, that 2
certain kind of goal which we had so far valued very highly could be attained only
at the price of seriously undesirable side effects and ulterior consequences, we
might well come to place a less high valuc upon that goal. Thus, more extensive
scientific information may lead to a change in our basic valuations—not by
“disconfirming” them, of course, but rather by motivating a change in our
total appraisal of the issues in question.

Secondly, and in a quite different manner, science can illuminate certain
problems of valuation by an objective psychological and sociological study of
the factors that affect the values espoused by an individual or a group; of the
ways in which such valuational commitments change; and perhaps of the
manner in which the espousal of a given value system may contribute to the
emotional security of an individual or to the functional stability of a group.

Psychological, anthropological, and sociological studies of valuationa
behavior cannot, of course, “validate” any system of moral standards. But their
results can psychologically effect changes in our outlook on moral issues by
broadening our horizons, by making us aware of alternatives not envisaged, or
not embraced, by our own group, and by thus providing some safeguard
against moral dogmatism or parochialism.

Finally, a comparison with certain fundamental aspects of scientific knowledge
may help to illuminate some further questions concerning valuation.

If we grant that scientific hypotheses and theories are always open to revision
in the light of new empirical evidence, are we not obliged to assume that there
is another class of scientific statements which cannot be open to doubt and re-
consideration, namely, the observational statements describing experientia
findings that serve to test scientific theories? Those simple, straightforward
reports of what has been directly observed in the laboratory or in scientific field
work, for example—must they not be regarded as immune from any conceivable
revision, as irrevocable once thcy have been established by direct observation:
Reports on directly observed phenomena have indeed often been considered as
an unshakable bedrock foundation for all scientific hypotheses and theories.
Yet this conception is untenable; even here, we find no definitive, unquestionable
certainty.

For, first of all, accounts of what has been directly observed are subject to
error that may spring from various physiological and psychological sources.
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Indeed, it is often possible to check on the accuracy of a given observation report
by comparing it with the reports made by other observers, or with relevant data
obuined by some indirect procedure, such as a motion picture taken of the
finish of a horse race; and such comparison may lead to the rejection of what had
previously been considered as a correct description of a directly observed
phenomenon. We even have theories that enable us to explain and anticipate some
types of observational error, and in such cases, there is no hesitation to question
and to reject certain statements that purport simply to record what has been
directly observed.

Sometimes relatively isolated experimental findings may conflict with a
theory that is strongly supported by a large number and variety of other data;
in this case, it may well happen that part of the conflicting data, rather than the
theory, is refused admission into the system of accepted scientific statements—
even if no satisfactory explanation of the presumptive error of observation is
available. In such cases it is not the isolated observational finding which decides
whether the theory is to remain in good standing, but it is the previously well-
substantiated theory which determines whether a purported observation report
is to be regarded as describing an actual empirical occurrence. For example, a
teport that during a spiritualistic séance, a piece of furniture freely floated above
the floor would normally be rejected because of its conflict with extremely
well confirmed physical principles, even in the absence of some specific explana-
tion of the report, say, in terms of deliberate fraud by the medium, or of high
suggestibility on the part of the observer. Similarly, the experimental findings
reported by the physicist Ehrenhaft, which were claimed to refute the principle
that all electric charges are integral multiples of the charge of the electron, did
not lead to the overthrow, nor even to a slight modification, of that principle,
which is an integral part of a theory with extremely strong and diversified ex-
perimental support. Needless to say, such rcjection of alleged observation
reports by reason of their conflict with well-established theories requires consid-
erable caution; otherwise, a theory, once accepted, could be used to reject all
adverse evidence that might subsequently be found—a dogmatic procedure
entirely irreconcilable with the objectives and the spirit of scientific inquiry.

Even reports on directly observed phenomena, then, are not irrevocable;
they provide no bedrock foundation for the entiresystem of scientificknowledge.
But this by no means precludes the possibility of testing scientific theories by
reference to data obtained through direct observation. As we noted, the results
obtained by such direct checking cannot be considered as absolutely unquestion-
able and irrevocable; they are themselves amenable to further tests which may
be carried out if there is reason for doubt. But obviously if we are ever to form
any beliefs about the world, if we are ever to accept or to reject, even provisionally,
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some hypothesis or theory, then we must stop the testing process somewhere;
we must accept some evidential statements as sufficiently trustworthy not to
require further investigation for the time being. And on the basis of such evidence,
we can then decide what credence to give to the hypothesis under test, and
whether to accept or to reject it.

This aspect of scientific investigation seems to me to have a parallel in the
case of sound valuation and rational decision. In order to make a rational choice
between several courses of action, we have to consider, first of all, what con-
sequences each of the different alternative choices is likely to have. This affords
a basis for certain relative judgments of value that are relevant to our problem.
If this set of results is to be attained, this course of action ought to be chosen; if
that other set of results is to be realized, we should choose such and such another
course; and so forth. But in order to arrive at a decision, we still have to decide
upon the relative values of the alternative sets of consequences attainable to us;
and this, as was noted earlier, calls for the acceptance of an unconditional judgment
of value, which will then determine our choice. But such acceptance need not
be regarded as definitive and irrevocable, as forever binding for all our future
decisions: an unconditional judgment of value, once accepted, still remains open
to reconsideration and to change. Suppose, for example, that we have to choost,
as voters or as members of a city administration, between several alternative
social policies, some of which are designed to improve certain material conditions
of living, whereas others aim at satisfying cultural needs of various kinds. If we
are to arrive at a decision at all, we will have to commit ourselves to assigning
a higher value to one or the other of those objectives. But while the judgment
thus accepted serves as an unconditional and basic judgment of value for the
decision at hand, we are not for that reason committed to it forever—we may
well reconsider our standards and reverse our judgment later on; and though
this cannot undo the earlier decision, it will lead to different decisions in the
future. Thus, if we are to arrive at a decision concerning a moral issue, we have
to accept some unconditional judgments of value; but these need not be regarded
as ultimate in the absolute sense of being forever binding for all our decisions,
any morethantheevidencestatements relied on in the test of a scientific hypothesis
need to be regarded as forever irrevocable. All that is needed in cither context are
relative ultimates, asitwere: aset of judgments—moral or descriptive—which are
accepted at the time as not in need of further scrutiny. These relative ultimates
permit us to keep an open mind in regard to the possibility of making changes
in our heretofore unquestioned commitments and beliefs; and surely the ex-
perience of the past suggests that if we are to meet the challenge of the present
and the future, we will more than ever need undogmatic, critical, and open minds.
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4. EMPIRICIST CRITERIA
OF COGNITIVE SIGNIFICANCE:

PROBLEMS AND CHANGES

1. THE GENERAL EMPIRICIST CONCEPTION OF COGNITIVE AND
EMPIRICAL SIGNIFICANCE

It is a basic principle of contemporary empiricism that a sentence makes

Fﬁ@l_ﬁfglﬂgmﬁcwgi_on, and thus can be said to be cither true or false,
if and only if either (1) it is analytic or contradictory—in which case it is said to
have purely logical meaning or significance—or else (2) it is capable, at least
potentially, of test by expericntial evidence—in which case it is said to have
emm basic tenet of this principle, and
especially of its second part, the so-called testability criterion of empirical
meaning (or better: meaningfulness), is not peculiar to empiricism alone: it is
characteristic also of contemporary operationism, and in a sense of pragmatism
aswell; for the pragmatist maxim that a difference must make a difference to be
a difference may well be construed as insisting that a verbal difference between
two sentences must make a difference in experiential implications if it is to reflect
a difference in meaning. .

How this general conception of cognitively significant discourse led to the

rejection, as devoid of logical and empirical meaning, of various formulations
in speculative metaphysics, and even of certain hypotheses offered within

This essay combines, with certain omissions and some other changes, the contents of two
articles: “Problems and Changes in the Empiricist Criterion of Meaning,” Revue Inter-
nationale de Philosophie No. 11, pp. 41-63(January, 1950); and “The Concept of Cognitive
Significance: A Reconsideration,” Proceedings of the American Academy of Arts and Sciences 80,
No. 1, pp. 6177 (1951). This material is reprinted with kind permission of the Director of
Revue Internationale de Philosophie and of the American Academy of Arts and Sciences.

[ro1]
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empirical science, istoo well known to require recounting, I think that the general
intent of the empiricist criterion of meaning is basically sound, and that not-
withstanding much oversimplification in its use, its critical application has been,
on the whole, enlightening and salutary. I feel less confident, however, about
the possibility of restating the general idea in the form of precise and general
criteria which establish sharp dividing lines (a) between statements of purely
logical and statements of empirical significance, and (b) between those sentences
which do have cognitive significance and those which do not.

In the present paper, I propose to reconsider these distinctions as conceived
in recent empiricism, and to point out some of the difficulties they present. The
discussion will concern mainly the second of the two distinctions; in regard to

the first, I'shall limit myself to a few brief remarks.

2. THE EARLIER TESTABILITY CRITERIA OF MEANING AND
THEIR SHORTCOMINGS

Let us note first that any general criterion of cognitive significance will have
to meet certain requirements if it is to be at all acceptable. Of these, we note one,
which we shall consider here as expressing a necessary, though by no means
sufficient, condition of adequacy for criteria of cognitive significance.

(A) If under a given criterion of cogpnitive significance, a sentence N is non-
significant, then so must be all truth-functional compound sentences in which N
occurs nonvacuously as a component. For if N cannot be significantly assigned
a truth value, then itisimpossible to assign truth values to the compound sentences
contammg N; hence, they should be qualified as nonsignificant as well.

We note two corollaries of requirement (A):

(A1) If under a given criterion of cognitive significance, a sentence § is
nonsignificant, then so must be its ncgation, ~ S.

(A2) If under a given criterion of cognitive significance, a sentence N is
nonsignificant, then so must be any conjunction N-S and any disjunction NVS,
no matter whether S is significant under the given criterion or not.

We now turn to the initial attempts made in recent empiricism to establish
general criteria of cognitive significance. Those attempts were governed by the
consideration that a sentence, to make an empirical assertion must be capable
of being borne out by, or conflicting with, phenomena which are potentially
capable of being directly observed. Sentences describing such potentially ob-
servable phenomena—no matter whether the latter do actually occur or not—
may be called observation sentences. More specifically, an observation sentence
might be construed as a sentence—no matter wheth e—which
asserts or denies that a specified object, or group of objects, of macroscopic size

sscrts or denies that 3 speciiied o
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bas a particular observable characteristic, i.e., a characteristic whose presence or
absence can, undermces, be ascertained by direct observation.!

The task of setting up criteria of empirical significance is thus transfor

into the problem of characterizing in a precise manner|the relationship whic
‘Obiins betweer a Rypothesis and one or more observation sentences whenever\
the phenomena described by the latter either confirm or disconfirm the h
thesis in question. The ability of a given sentence to enter into that{relationship
to some set of observation sentences would thgn_chﬁtﬂjggﬁ_&é@_bﬂ_igtm-
WC& Let us now briefly examine the
major attempts that have been made to obtain criteria of significance in this
manner.,

One of the earliest criteria is expressed in the so-called verifiability requirement.
According to it, a sentence is empirically significant if and only if it is not analytic
and is capable, at least in principle, of complete verification by observational
evidence; ie., if observational evidence can be described which, if actually
obtained, would conclusively establish the truth of the sentence.? With the

1. Observation sentences of this kind belong to what Carnap has called the thing-language,
of, eg., (1938), pp. 52-53. That they are adequate to formulate the data which serve as the
basis for empirical tests is clear in particular for the intérsubjective testing procedures used in
science as well as in large areasof empirical inquiry on the common-sense level. In epistemologi-
cal discussions, it is frequently assumed that the ultimate evidence for beliefs about empirical
matters consists in perceptions and sensations whose description calls for a phenomenalistic
type of language. The specific problems connected with the phenomenalistic approach cannot
be discussed here; but it should be mentioned that at any rate all the critical considerations
presented in this article in regard to the testability criterion are applicable, mutatis mutandis,
to the case of a phenomenalistic basis as well.

2. Originally, the permissible evidence was meant to be restricted to what is observable by
the speaker and perhaps his fellow beings during their life times. Thus construed, the criterion
rules out, as cognitively meaningless, allstatements about the distant future orthe remote past,
as has been pointed out, among others, by Ayer (1946), chapter I; by Pap (1949), chapter 13,
esp. pp. 333 . ; and by Russell (1948), pp. 445-47. This difficulty is avoided, however, i f we per-
mit the evidence to consist of any finite sct of ““logically possible observation data”, each of them
formulated in an observation sentence. Thus, e.g., the sentence S,, “The tongue of the largest
dinosaur in New York’s Museum of Natural History was blue or black” is completely verifiable

in our sense; for it is a logical consequence of the sentence Sy, “The tongue of the largest dinosaur
in New York’s Museum of Natural History was blue”; and this is an observation sentence, in
the sense just indicated.

And if the concept of verifiability in principle and the more general concept of confirmability
in principle, which will be considered later, arc construed as referring to logically possible evidence

asexpressed by observation sentences, then it follows similarly that the class of statements which
are verifiable, or at least confirmable, in principle include such assertions as that the planet
Neptune and the Antarctic Continent existed before they were discovered, and that atomic
warfare, if not checked, will lead to the extermination of this planet. The objections which
Russell (1948), pp. 445 and 447, raises against the verifiability criterion by reference to those
examples do not apply therefore if the criterion is understood in the manner here suggested.

(continued overleaf)
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help of the concept of observation scntence, we can restate this requirement as
follows: A sentence S has empirical meaning if and only if it is possible to
indicate a finite set of observation sentences, O,, O,,. . ., O,, such that if these
are true, then S is necessarily true, too. As stated, however, this condition is
satisfied also if § is an analytic sentence or if the given observation sentences are
logically incompatible with each other. By the following formulation, we rule
these cases out and at the same time express the intended criterion more precisely:
(2.1) REQUIREMENT OF COMPLETE VERIFIABILITY IN PRINCIPLE. A sentence has
empirical meaning if and only if it is not analytic and follows logically from some
finite and logically consistent class of obscrvation sentences.® These observation
sentences need not be true, for what the critcrion is to explicate is testability by
“potentially observable phenomena,” or testability “in prirciple.”

In accordance with the general conception of cognitive significance outlined
carlier, a sentence will now be classificd as cognitively significant if either it
is analytic or contradictory, or it satisfies the verifiability requirement.

This criterion, however, has several serious defects. One of them has been
noted by several writers:

a. Let us assume that the properties of being a stork and of being red-legged

3. As has frequently been emphasized in the empiricist literature, the term “verifiability”
is to indicate, of course, the conceivability, or better, the logical possibility, of evidence of an
observational kind which, if actually encountered, would constitute conclusive evidence for
the given sentence; it is not intended to mean the technical possibility of performing the tests
necded to obtain such evidence, and even Tess the possibility of actually ﬁnciing directly observa-
ble phenomena which constitute conclusive cvidence for that sentence—which would be
tantamount to the actual existence of such cvidence and would thus imply the truth of the
given sentence. Analogous remarks apply to the terms “falsifiability” and “‘confirmability”.
This point has clearly been disregarded in some critical discussions of the verifiability criterion.
Thus, e.g., Russcll (1948), p. 448 construes verifiability as the actual existence of a set of conclu-
sively verifying occurrences. This conception, which has never been advocated by any logical
empiricist, mustnaturally turnoutto be inadequatessincc according to it the empirical meaning-
fulness of a sentence could not be established without gathering empirical evidence, and more-
over enough of it to permit a conclusive proof of the sentence in question! It is not surprising,
therefore, that his extraordinary interpretation of verifiability lcads Russcll to the conclusion:
“In fact, that a proposition is verifiablc is itsclf not verifiable” (I.c.). Actually, under the cmpiri-
cist interpretation of completc verifiability, any statement asserting the verifiability of some sen-
tence S whose text is quoted, is either analytic or contradictory; for the decision whether there
exists a class of observation sentences which cntail S, i.c., whether such observation sentences
can be formulated, no matter whether they are truc or false—that decision is a purely logical
matter.

Incidentally, statements of the kind mentioned by Russcll, which are not actually verifiable by
any human being, were explicitly recognized as cognitively significant already by Schlick
(1936), Part V, who argued that the impossibility of verifying them was ““merely empirical.”
The characterization of verifiability with the help of the concept of observation sentence as
suggested here might serve as a more explicit and rigorous statement of that conception.
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are both observable characteristics, and that the former does not logically entail
the Latter. Then the sentence

(s1) All storks are red-legged

is neither analytic nor contradictory; and clearly, it is not deducible from a finite
set of observation sentences. Hence, under the contemplated criterion, S1 is
devoid of empirical significance; and so are all other sentences purporting to
express universal regularities or general laws. And since sentences of this type
constitute an integral part of scientific theories, the verifiability requirement must
be regarded as overly restrictive in this respect.

Similarly, the criterion disqualifies all sentences such 2s ‘For any substance
there exists some solvent’, which contain both universal and existential quanti-
fiers (ie., occurrences of the terms “all’ and ‘some’ or their equivalents); for no
sentences of this kind can be logically deduced from any finite set of observation
sentences.

Two further defects of the verifiability requirement do not seem to have
been widely noticed:

b. Asis readily seen, the negation of S1

(~S1)  There exists at least one stork that is not red-legged

is deducible from any two observation sentences of the type ‘a is a stork’ and
aisnot red-legged’, Hence, ~S1 is cognitively significant under our criterion,
but S1isnot, and this constitutes a violation of condition (A1).

¢ Let S be a sentence which does, and N a sentence which does not satisfy the
verifiability requirement. Then S is deducible from some set of observation
sentences; hence, by a familiar rule of logic, SvN is deducible from the same
set, and therefore cognitively significant according to our criterion. This violates
condition (A2) above.4

Strictly analogous considerations apply to an alternative criterion, which

4. The arguments here adduced against the verifiability criterion also prove the inadequacy
of a view closely related to it, namely that two sentences have the same cognitive significance
ifany set of observation sentences which would verify one of them would also verify the other,
and conversely. Thus, e.g., under this criterion, any two general laws would have to be assigned
the same cognitive significance, for no general law is verified by any set of observation sentences.
The view just referred to must be clearly distinguished from a position which Russell examinesin
his critical discussion of the positivistic meaning criterion. Itis ““the theory that two propositions
whose verified consequences are identical have the same significance” (1948), p. 448. This
view is untenable indeed, for what conscquences of a statement have actually been verified at a
given time is obviously a matter of historical accident which cannot possibly serve to establish
identity of cognitive significance. But I am not aware that any logical empiricist ever subscribed
to that ““theory.”
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makes complete falsifiability in principle the defining characteristic of empiricil
significance. Let us formulate this criterion as follows:

(2.2) REQUIREMENT OF COMPLETE FALSIFIABILITY IN PRINCIPLE. A sentence has
empirical meaning if and only if its negation is not analytic and follows logically
from some finite logically consistent class of observation sentences.

This criterion qualifies a sentence as empirically meaningful if its negation
satisfies the requirement of complete verifiability; as it is to be expected, it is
therefore inadequate on similar grounds as the latter:

(a) It denies cognitive significance to purely existential hypotheses, such as
“There exists at least one unicorn’, and all sentences whose formulation calls for
mixed—i.e., universal and existential—quantification, such as ‘For every
compound there exists some solvent’, for nonc of these can possibly be con-
clusively falsified by a finite number of observation sentences.

(b) If °P’ is an observation predicate, then the assertion that all things have
the property P is qualified as significant, but its negation, being equivalent to2
purely existential hypothesis, is disqualified [cf. (a)]. Hence, criterion (2.2) gives
rise to the same dilemma as (2.1).

(c) If a sentence S is completely falsifiable whereas N is a sentence which is
not, then their conjunction, S-N (i.c., the expression obtained by connecting
the two sentences by the word ‘and’) is completely falsifiable; for if the negation
of S is entailed by a class of observation sentences, then the negation of S'Nis,
a fortiori, entailed by the same class. Thus, the criterion allows empirical signifi-
cance to many sentences which an adequate empiricist criterion should rule out,
such as ‘All swans are white and the absolute is perfect.’

In sum, then, interpretations of the testability criterion in terms of complete
verifiability or of complete falsifiability are inadequate because they are overly
restrictive in one direction and overly inclusive in another, and because both of
them violate the fundamental requirement A.

Several attempts have been made to avoid these difficulties by construing the
testability criterion as demanding merely a partial and possibly indirect con-
firmability of empirical hypotheses by observational evidence.

A formulation suggested by Ayer® is characteristic of thesc attempts to set
up a clear and sufficiently comprchensive criterion of confirmability. It states,
in effect, that a sentence S has empirical import if from S in conjunction with
suitable subsidiary hypotheses it is possible to derive observation sentences
which are not derivable from the subsidiary hypotheses alone.

This condition is suggested by a closer consideration of the logical structure of

5. (1936, 1946), Chap. I. The casc against the requircments of verifiability and of falsifiability,

and in favor of a requirement of partial confirmability and disconfirmability, is very clearly
presented also by Pap (1949), chapter 13.
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scientific testing; but it is much too liberal as it stands. Indeed, as Ayer himself
has pointed out in the second edition of his book, Language , Truth, and Logic,* his
criterion allows empirical import to any sentence whatever. Thus, e.g., if §
isthe sentence ‘The absolute is perfect’, it suffices to choose as a subsidiary hypo-
thesis the sentence ‘If the absolute is perfect then this appleis red’ in order to make
possible the deduction of the observation sentence ‘This apple is red’, which
clearly does not follow from the subsidiary hypothesis alone.

To meet this objection, Ayer proposed a modified version of his testability
criterion. In effect, the modification restricts the subsidiary hypotheses mentioned
inthe previous version to sentences which either are analytic or can independently
be shown to be testable in the sense of the modified criterion.”

But it can readily be shown that this new criterion, like the requircment of
complete falsifiability, allows empirical significance to any conjunction S-N,
where § satisfies Ayer’s criterion while N is a sentence such as “The absolute is
perfect’, which is to be disqualified by that criterion. Indeed, whatever conse-
quences can be deduced from S with the help of permissible subsidiary hypotheses
can also be deduced from S*N by means of the same subsidiary hypotheses; and
as Ayer’s new criterion is formulated essentially in terms of the deducibility
of a certain type of consequence from the given sentence, it countenances S‘N
together with S. Another difficulty has been pointed out by Church, who has
shown?® that if there arc any three observation sentences none of which alone
entails any of the others, then it follows for any sentence S whatsoever that either
itor its denial has empirical import according to Ayer’s revised criterion.

All the criteria considered so far attempt to explicate the concept of empirical
significance by specifying certain logical connections which must obtain between
a significant sentence and suitable oBs&Wﬁo’n_;c’mm# this
tpran little hope for the attainment of precise criteria of meaning-
fulness: this conclusion is suggested by the preceding survey of some represent-
ative attempts, and it reccives additional support from certain further consider-
ations, some of which will be presented in the following sections.

3. CHARACTERIZATION OF SIGNIFICANT SENTENCES BY
CRITERIA FOR THEIR CONSTITUENT TERMS

An alternative procedure suggests itself which again scems to reflect well

6.(1946), 2d ed., pp. 11-12.

7. This restriction is expressed in recursive form and involves no vicious circle. For the full
statement of Ayer’s critcrion, see Ayer (1946), p. 13.

8. Church (1949). An alternative criterion recently suggested by O’Connor (1950) as a
revision of Ayer’s formulation is subject to a slight variant of Church’s stricture:: It can be shown
that if there are three observation sentences none of which entails any of the others, and if S is
any noncompound sentence, then cither S or ~S is significant under O’Connor’s criterion.
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the general viewpoint of empiricism: It might be possible to characterize cog-
nitively significant sentences by certain conditions which their constituent terms
have to satisfy. Specifically, it would seem reasonable to say that all extralogical
terms® in a significant sentence must have experiential reference, and that there-
fore their meanings must be capable of explication by reference to observables
exclusively.!? In order to cxhibit certain analogies between this approach and the
previous onc, we adopt the following terminological conventions:

Any term that may occur in a cognitivcly significant sentence will be called
a cognitively significant term. Furthermore, we shall understand by an observation
term any term which cither (a) is an observation predicate, i.e., signifies some
observable characteristic (as do the terms ‘blue’, ‘warm’, ‘soft’, ‘coincident with',
‘of greater apparent brightness than’) or (b) names some physical object of
macroscopic size (as do the terms ‘the needle of this instrument’, ‘the Moon',
‘Krakatoa Volcano’, ‘Greenwich, England’, ‘Julius Caesar’).

Now while the testability critcria of meaning aimed at characterizing the
cognitively significant sentences by means of certain inferential connections
in which they must stand to some observation sentences, the altcmativcapproaCh
under consideration would instead try to specify the vocabulary that may be
used in forming significant sentences. This vocabulary, the class of significant
terms, would be characterized by the condition that each of its elements is either
a logical term or elsc a term with empirical significance; in the latter case, it has
to stand in certain definitional or explicative connections to some observation
terms. This approach certainly avoids any violations of our earlier conditions
of adequacy. Thus, e.g., if S is a significant sentence, i.e., contains cognitivd)'
significant terms only, then so is its denial, since the denial sign, and its verbal
equivalents, belong to the vocabulary of logic and are thus significant. Again, if
N is a sentence containing a non-significant term, then so is any compoun
sentence which contains N. .

But this is not sufficient, of course. Rather, we shall now have to consider a
crucial question analogous to that raised by the previous approach: Precisely how
are the logical connections between empirically significant terms and observation
terms to be construcd if an adequate criterion of cognitive significanceisto result?
Let us consider some possibilities.

9. Anextralogical term is one that does not belong to the specific vocabulary of logic. The
following phrases, and those definable by means of them, are typical examples of logical terms:
‘not’, ‘or’, ‘if. . . then', ‘all’, ‘some’, *. . . is an clement of class. . .". Whether it is possible to
make a sharp theoretical distinction between logical and extra-logical terms is a controversial
issue related to the problem of discriminating between analytic and synthetic sentences. For
the purpose at hand, we may simply assume that the logical vocabulary is given by enumeration.

10. For a detailed exposition and critical discussion of this idea, see H. Feigl's stimulating
and enlightening article (1950).
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(3.1) The simplest criterion that suggests itself might be called the requirement
of definability. It would demand that any term with empirical significance must
be explicitly definable by means of observation terms.

This criterion would seem to accord well with the maxim of operationism
that all significant terms of empirical science must be introduced by operational
definitions. However, the requirement of definability is vastly too restrictive,
for many important terms of scientific and even pre-scientific discourse cannot
be explicitly defined by means of observation terms.

In fact, as Carnap has pointed out, an attempt to provide explicit definitions
in terms of observables encounters serious difficulties as soon as disposition terms,
such as ‘soluble’, ‘malleable’, ‘electric conductor’, etc., have to be accounted for;
and many of these occur even on the pre-scientific level of discourse.

Consider, for example, the word ‘fragile’. One might try to define it by
saying that an object x is fragile if and only if it satisfics the following condition:
Ifatany time ¢ the object is sharply struck, then it breaks at that time. But if the

Statement connectives in this phrasing are construed truth-functionally, so that
the definition can be symbolized by

(D) Fx = () (Sxt D Bxt)
then the predicate ‘F’ thus defined does not have the intended meaning. For let
abeany object which is not fragile (e.g., a raindrop or a rubber band), but which
PPens not to be sharply struck at any time throughout its existence. Then
‘Sat’ is false and hence ‘Sat O Bat’ is true for all values of ‘¢’; consequently, ‘Fa’
Is true though a is not fragile.

To remedy this defect, one might construe the phrase ‘if. . . then. . .’ in the
original definiens as having a more restrictive meaning than the truth-functional
conditional. This meaning might be suggested by the subjunctive phrasing ‘If x
were to be sharply struck at any time ¢, then x would break at ¢.” But a satisfactory
elaboration of this construal would require a clarification of the meaning and the
logic of counterfactual and subjunctive conditionals, which is a thorny problem.1?

Analternative procedure was suggested by Carnap in his theory of reduction
sentences.s These are sentences which, unlike definitions, specify the meaning
of a term only conditionally or partially. The term ‘fragile’, for example, might
be introduced by the following reduction sentence:

(R) (x) (¢) [Sxt D (Fx = Bxt)]

11. Cf. (1936-37), especially section 7.

12. On this subject, see for example Langford (1941) ; Lewis (1946), PP- 210-30; Chisholm
(1946); Goodman (1947); Reichenbach (1947), Chapter VIII; Hempel and Oppenheim (1948),
Part III; Popper (1949); and especially Goodman'’s further analysis (1955).

13. Cf. Carnap, loc. cit. note 11. For a brief elementary presentation of the main idea, see

Carnap (1938), Part I11. The sentence R here formulated for the predicate ‘F’ illustrates only the
simplest type of reduction sentence, the so-called bilateral reduction sentence.
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which specifies that if x is sharply struck at any time ¢, then x is fragile if and only
if x breaks at ¢.

Our earlier difficulty is now avoided, for if a is a nonfragile object that is
never sharply struck, then that expression in R which follows the quantifiers
is true of a; but this does not imply that ‘Fa’ is true. But the reduction sentence R
specifies the meaning of ‘F’ only for application to those objects which meet the
“test condition” of being sharply struck at some time; for these it states that
fragility then amounts to breaking. For objects that fail to meet the test condition,
the meaning of ‘F’ is left undetermined. In this sense, reduction sentences have
the character of partial or conditional definitions.

Reduction sentences provide a satisfactory interpretation of the experiential
import of a large class of disposition terms and permit a more adequate formu-
lation of so-called operational definitions, which, in general, are not complete
definitions at all. These considerations suggest a greatly liberalized alternative
to the requirement of definability:

(3.2) The requirement of reducibility. Every term with empirical significance must
be capable of introduction, on the basis of observation terms, through chains
of reduction sentences.

This requirement is characteristic of the liberalized versions of positivism and
physicalism which, since about 1936, have superseded the older, overly narrow
conception of a full definability of all terms of empirical science by means of
observables, and it avoids many of the shortcomings of the latter. Yet, reduction
sentences do not seem to offer an adequate means for the introduction of the
central terms of advanced scientific theories, often referred to as theoretical con-
structs. This is indicated by the following considerations: A chain of reduction
sentences provides a necessary and a sufficient condition for the applicability of
the term it introduces. (When the two conditions coincide, the chain is tanta-
mount to an explicit definition.) But now take, for example, the concept of
length as used in classical physical theory. Here, the length in centimeters of the
distance between two points may assume any positive real number as its value;
yet it is clearly impossible to formulate, by means of observation terms, a suffi-
cient condition for the applicability of such expressions as ‘having a length of
4/2 cm’ and ‘having a length of 4/2 + 10-1% c¢m’; for such conditions would
provide a possibility for discrimination, in observational terms, between two

lengths which differ by only 10-1°° cm.1®

14. Cf. the analysis in Carnap (1936-37), especially section 15; also see the briefer presenta-
tion of the liberalized point of view in Carnap (1938).

15. (Added in 1964.) This is not strictly correct. For a more circumspect statement, see
note 12 in “A Logical Appraisal of Operationism” and the fuller discussion in section 7 of the
essay “The Theoretician’s Dilemma.” Both of thesc piecesare reprinted in the present volume.
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It would be ill-advised to argue that for this reason, we ought to permit only
such values of the magnitude, length, as permit the statement of sufficient con-
ditions in terms of observables. For this would rule out, among others, all
irrational numbers and would prevent us from assigning, to the diagonal of
asquare with sides of length 1, the length 4/2, which is required by Euclidcan
geometry. Hence, the principles of Euclidean geometry would not be universally
applicable in physics. Similarly, the principles of the calculus would become in-
applicable, and the system of scientific theory as we know it today would be
reduced to a clumsy, unmanageable torso. This, then, is no way of meeting the
difficulty. Rather, we shall have to analyze more closely the function of
constructs in scientific theories, with a view to obtaining through such an analysis
amore adequate characterization of cognitively significant terms.

Theoretical constructs occur in-the formulation.of scientific theories. These
may be conceived of, in their advanced stages, as being stated i in thc form of
deductively devcloped axiomatized systems. Classical mechanics, or Euclidean
or some Non-Euclidean form of geometry in physical interpretation, present
examples of such systems. The extralogical terms used in a_theory of this kind
may be divided, in familiar manner, into primitive or basic terms, which are
not defined within the theory, and defined terms, which are explicitly defined
by means of the pmmtlvcs. Thus, e.g., in Hilbert’s axiomatization of Euclidean
geometry, the terms ‘point’, ‘straight line’, ‘betwcen’ are among the primitives,
while ‘line segment’, ‘angle’, ‘triangle’, ‘length’ are among the defined terms.
The basic and the defined terms together with the terms of logic constitute the
vocabulary out of which all the sentences of the theory are constructed. The
latter are divided, in an axiomatic prcsentation, into primitive statements (also
called postulates or basic statements) which, in the theory, are not derived from
any other statements, and derived ones, which are obtained by logical deduction
from the primitive statements.

From its primitive terms and sentences, an axiomatized theory can be de-
veloped by means of purely formal principles of definition and deduction,
without any consideration of the empirical significance of its extralogical terms.
Indeed, this is the standard procedure employed in the axiomatic development of
uninterpreted mathematical theories such as those of abstract groups or rings or
lattices, or any form of pure (i.e., noninterpreted) geometry.

However, a deductively developed system of this sort can constitute a

16
scientific thcory only if it has received an empirical mterprctauon which

16. The interpretation of formal theories has been studied extensively by Relchenbach.
especially in his pioneer analyses of space and time in classical and in relativistic physics. He des-
cribessuch interpretation as the establishment of coordinating definitions(Zuordnungsdefinitionen)

for certain terms of the formal theory. See, for example, Reichenbach (1928). More receutly,
(continued overleaf)
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renders it relevant to the phenomena of our experience. Such interpretation is
given by assigning a meaning, in terms of observables, to certain terms or sentences
of the formalized theory. Frequently, an interpretation is given not for the
primitive terms or statements but rather for some of the terms definable by means
of the primitives, or for some of the sentences deducible from the postulates.”
Furthermore, interpretation may amount to only a partial assignment of meaning.
Thus, e.g., the rules for the measurement of length by means of a standard rod
may be considered as providing a partial empirical interpretation for the term
‘the length, in centimeters, of interval i’, or alternatively, for some sentences of
the form ‘the length of interval i is r centimeters’. For the method is applicable
only to intervals of a certain medium size, and even for the latter it does not
constitute a full interpretation since the use of a standard rod does not constitute
the only way of determining length: various alternative procedures are available
involving the measurement of other magnitudes which are connected, by
general laws, with the length that is to be determined.

This last observation, concerning the possibility of an indirect measurement
of length by virtue of certain laws, suggests an important reminder. It is not
correct to speak, as is often done, of “the experiential meaning” of a term or a
sentence in isolation. In the language of science, and for similar reasons even in
pre-scientific discourse, a single statement usually has no experiential impli-
cations. A single sentence in a scientific theory does not, as a rule, entail any
observation sentences; consequences asserting the occurrence of certain ob—
servable phenomena can be derived from it only by conjoining it with a set
of other, subsidiary, hypotheses. Of the latter, some will usually be observation
sentences, others will be previously accepted theoretical statements. Thus, eg,
the relativistic theory of the deflection of light rays in the gravitational field
of the sun entails assertions about obscrvable phenomena only if it is conjoined
with a considerable body of astronomical and optical theory as well as a large
number of specific statcments about the instruments used in those observations
of solar eclipses which scrve to test the hypothesis in question.

Hence, the phrase, ‘the expcriential meaning of expression E is elliptical: What

17. A somewhat fulleraccount of this type of interpretation may be foundin Carnap(1939),
§24. The articles by Spence (1944) and by MacCorquodale and Mechl (1948) provide enlighten-
ing illustrations of the use of theoretical constructs in a field outside that of the physical sciences,
and of the difficultics encountered in an attempt to analyze in detail their function and inter-
pretation.

Northrop [cf. (1947), Chap. VII, and also the detailed study of the use of deductively formu-
lated theories in science, ibid., Chaps. IV, V, VIJand H. Margenau [cf., for example, (1935))
have discussed certain aspects of this process under the title of epistemic correlation.
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agiven expression “means” in regard to potential empirical data is relative to
two factors, namely :

L. the linguistic framework L to which the expression belongs. Its rules
determine, in particular, what sentences—observational or other-
wise—may be inferred from a given statement or class of statements;

II. the theoretical context in which the expression occurs, i.e., the class
of those statements in L which are available as subsidiary hypotheses.

Thus, the sentence formulating Newton’s law of gravitation has no ex-
periential meaning by itself; but when used in a language whose logical apparatus
permits the development of the calculus, and when combined with a suitable
system of other hypotheses—including sentences which connect some of the
theoretical terms with observation terms and thus establish a partial interpre-
tation—then it has a bearing on observable phenomena in a large variety of
fields. Analogous considerations are applicable to the term ‘gravitational field’,
for example. It can be considered as having experiential meaning only within
the context of a theory, which must be at least partially interpreted; and the
experiential meaning of the term—as expressed, say, in the form of operational
critetia for its application—will depend again on the theoretical system at hand,
and on the logical characteristics of the language within which it is formulated.

4. COGNITIVE SIGNIFICANCE AS A CHARACTERISTIC OF INTER-
PRETED SYSTEMS

The preceding considerations point to the conclusion that a satisfactory
criterion of cognitive significance cannot be reached through the second avenue
of approach here considered, namely by means of specific requirements for the
terms which make up significant sentences. This result accords with a general
characteristic of scientific (and, in principle, even pre-scientific) theorizing:
Theory formation and concept formation go hand in hand; neither can be
carried on successfully in isolation from the other.

If, therefore, cognitive significance can be attributed to anything, then only
to entire theoretical systems formulated in a language with a well-determined
structure. And the decisive mark of cognitive significance in such a system appears
to be the existence of an interpretation for it in terms of observables. Such an
interpretation might be formulated, for example, by means of conditional or
biconditional sentences connecting nonobservational terms of the system with:
observation terms in the given language; the latter as well as the connecting
sentences may or may not belong to the theoretical system.

But the requirement of partial interpretation is extremely liberal; it is satisfied,
for example, by the system consisting of contemporary physical theory com-
bined with some set of principles of speculative metaphysics, even if the latter
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have no empirical interpretation at all. Within the total system, these metaphysi-
cal principles play the role of what K. Reach and also O. Neurath liked to call
isolated sentences: They are neither purcly formal truths or falsehoods, demon-
strable or refutable by means of the logical rules of the given language system;
nor do they have any experiential bearing; i.c., their omission from the theoreticdl
system would have no effect on its explanatory and predictive power in regard
to potentially observable phenomena (i.c., the kind of phenomena described
by observation sentences). Should we not, therefore, require that a cognitively
significant system contain no isolated sentences: The following criterion sug-
gestsitself:

(4.1) A theoretical system is cognitively significant if and only if it is partially
interpreted to at least such an extent that nonc of its primitive sentences is isolated.

But this requirement may bar from a theoretical system certain sentences
which might well be viewed as permissible and indced desirable. By way ofa
simple illustration, let us assume that our theoretical system T contains the primi-
tive sentence

(1) (%) [Px D (Qx = Pyx)]

where ‘P’ and ‘P, are obscrvation predicates in the given language L, while
‘Q’ functionsin T somewhat in the manner of a theoretical construct and occurs
in only one primitive sentence of T, namely S1. Now S1isnotatruthor falsehood
of formal logic; and furthermore, if S1 is omitted from the set of primitive
sentences of T, then the resulting system, T, possesses exactly the same syste-
matic, i.c., explanatory and predictive, power as T. Our contemplated criterion
would therefore qualify S1 as an isolated sentence which has to be eliminated—
excised by means of Occam’s razor, as it were—if the theoretical system at hand
is to be cognitively significant.

But it is possible to take a much more liberal view of S1 by treating it as a
partial definition for the theoretical term ‘Q’. Thus conceived, S1 specifies that
in all cases where the observable characteristic P, is present, ‘Q’ is applicable if
and only if the observable characteristic P, is present as well. In fact, S1 is an
instance of those partial, or conditional, definitions which Carnap calls bilateral
reduction sentences. These sentences are explicitly qualified by Carnap as analytic
(though not, of course, as truths of formal logic), essentially on the ground that
all their consequences which are expressible by means of observation predicates
(and logical terms) alone are truths of formal logic.1®

Let us pursue this line of thought a little further. This will lead us to some
observations on analytic sentences and then back to the question of the adequacy

of (4.1).

18. Cf. Carnap (1936-37), especially sections 8 and 10.
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Suppose that we add to our system T the further sentence
(52) (x)[Psx D (Qx = Pyx))

where ‘Py’, ‘P, are additional observation predicates. Then, on the view that

?“cvcry bilateral reduction sentence is analytic”, 1* $2 would be analytic as well
as §1. Yet, the two sentences jointly entail non-analytic consequences which
are expressible in terms of obscrvation predicates alone, such as?

(0)  (x) [~(Pix « Ppx - Pxg - ~ Pyx) - ~(Pyx - ~ Ppx - Pyx - P)] <

But one would hardly want to admit the consequence that the conjunction
of two analytic sentences may be synthetic. Hence if the concept of analyticity
an be applied at all to the sentences of interpreted deductive systems, then it will
have to be relativized with respect to the theorctical context at hand. Thus, c.g.,
§1 might be qualified as analytic relative to the system T, whose remaining
postulates do not contain the term ‘Q’, but as synthetic relative to the system T
enriched by S2. Strictly speaking, the concept of analyticity has to be relativized
also in regard to the rules of the language at hand, for the latter determine what
observational or other consequences are entailed by a given sentence. This need
for at least a twofold relativization of the concept of analyticity was almost to be
expected in view of those considerations which required the same twofold
relativization for the concept of expericntial meaning of a sentence.

If, on the other hand, we decide not to permit S1 in the role of a partial
definition and instcad reject it as an isolated sentence, then we arc led to an anal-
ogous conclusion: Whether a sentence is isolated or not will depend on the
linguistic frame and on the theoretical context at hand: While S1 is isolated
relative to T (and the language in which both are formulated), it acquires
definite experiential implications when T is enlarged by S2.

Thus we find, on the level of interpreted theorctical systems, a peculiar
rapprochement, and partial fusion, of some of the problems pertaining to the
concepts of cognitive significance and of analyticity: Both concepts need to be
relativized; and a large class of sentences may be viewed, apparently with equal
right, as analytic in a given context, or as isolated, or nonsignificant, in respect
toit.

In addition to barring, as isolated in a given context, certain sentences which
could just as well be construed as partial definitions, the criterion (4.1) has
another serious defect. Of two logically equivalent formulations of a theoretical
system it may qualify one as significant while barring the other as containing

19. Carnap (1936-37), p. 452.
20. The sentence O is what Carnap calls the representative sentence of the couple consisting of
the sentences S1 and S2; see (1936-37), pp. 450-53.
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an isolated sentence among its primitives. For assume that a certain theoretical
system T1 contains among its primitive sentences S,” S”, . .. exactly one, §',
which is isolated. Then T1 is not significant under (4.1). But now consider the
theoretical system T2 obtained from T1 by replacing the two first primitive
sentences, S, §”, by one, namely their conjunction. Then, under our assumptions,
none of the primitive sentences of T2 is isolated, and T2, though cquivalent to
T1, is qualificd as significant by (4.1). In order to do justice to the intent of (4.1),
we would therefore have to lay down the following stricter requirement:

(4.2) A theoretical system is cognitively significant if and only if it is parti-
ally interpreted to such an extent that in no system equivalent to it at least one
primitive sentence is isolated.

Let us apply this requirement to some theoretical system whose postulates
include the two sentences S1 and S2 considered before, and whose other postu-
lates do not contain ‘Q’ at all. Since the sentences S1 and S2 together cntail the
sentence O, the set consisting of S1 and S2 is logically equivalent to the set con-
sisting of S1, S2 and O. Hence, if we replace the former sct by the latter, we
obtain a theoretical system equivalent to the given one. In this new system, both
81 and S2 are isolated since, as can be shown, their removal does not affect the
explanatory and predictive power of the system in reference to observable
phenomena. To put it intuitively, the systematic power of 1 and S2 is the same
as that of O. Hence, the original system is disqualificd by (4.2). From the view-
point of a strictly sensationalist positivism as perhaps cnvisaged by Mach, this
result might be hailed as a sound repudiation of theories making reference to
fictitious entities, and as a strict insistence on theories couched exclusively interms
of obscrvables. But from a contemporary vantage point, we shall have to say
that such a procedure overlooks or misjudges the important function of con-
structs in scientific theory: The history of scicntific endeavor shows that if we
wish to arrive at precise, comprehensive, and well-confirmed general laws, we
have to rise above the level of direct observation. The phenomena directly
accessible to our expericnce are not connected by general laws of great scope and
rigor. Theorctical constructs are needed for the formulation of such higher-level
laws. Onc of the most important functions of a well-chosen construct is its
potential ability to scrve as a constituent in ever new gencral connections that
may be discovered; and to such connections we would blind ourselves if we
insisted on banning from scientific theories all those terms and sentences which
could be “dispensed with” in the sense indicated in (4.2). In following such a
narrowly phenomenalistic or positivistic course, we would deprive ourselves of
the tremendous fertility of theorctical constructs, and we would often render the
formal structure of the expurgated theory clumsy and incfficient.

Criterion (4.2), then, must be abandoned, and considerations such as those
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outlined in this paper scem to lend strong support to the conjecture that no
adequate alternative to it can be found; i.e., that it is not possible to formulate
general and precise criteria which would separate those partially interpreted
systems whose isolated sentences might be said to have a significant function
from those in which the isolated sentences are, so to speak, micre uscless append-

We concluded earlier that cognitive significance in the sensc intended by
recentempiricism and operationism can at best be attributed to sentences forming
atheoretical system, and perhaps rather to such systems as wholes. Now, rather
than try to replace (4.2) by some alternative, we will have to recognize further
that cognitive significance in a system is a matter of degree: Significant systems
range from those whose entire extralogical vocabulary consists of obscrvation
terms, through theories whosc formulation relies heavily on theoretical con-
structs, on to systems with hardly any bearing on potential empirical findings.
Instead of dichotomizing this array into significant and non-significant systems
it would seem less arbitrary and more promising to appraisc or compare different
theoretical systems in regard to such characteristics as thesc:

a. the clarity and precision with which the theories are formulated, and
with which the logical relationships of their clements to cach other and
to expressions couched in observational terms have been made explicit;

b. the systematic, i.e., explanatory and predictive, power of the systems in
regard to observable phenomena;

c. the formal simplicity of the theoretical system with which a ccrtain
systematic power is attained;

d. the extent to which the theories have been confirmed by experiential
evidence.

Many of the speculative philosophical approaches to cosmology, biology,
or history, for example, would make a poor showing on practically all of these
counts and would thus prove no matches to available rival theories, or would be
recognized as so unpromising as not to warrant further study or development.

If the procedure here suggested is to be carried out in detail, so as to become
applicable also in less obvious cases, then it will be necessary, of course, to develop
general standards, and theories pertaining to them, for the appraisal and compari-
son of theoretical systems in the various respects just mentioned. To what extent
this can be done with rigor and precision cannot well be judged in advance. In
recent years, a considerable amount of work has been done towards a definition
and theory of the concept of degree of confirmation, or logical probability, of a
theoretical system;® and several contributions have been made towards the

21. Cf,, for example, Carnap (1945)1 and (1945)2, and especially (1950). Also see Helmer
and Oppenheim (1945).
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clarification of some of the other ideas referred to above.? The continuation of
this research represents a challenge for further constructive work in the logical
and methodological analysis of scientific knowledge.

22. Onsimplicity, cf. especially Popper (1935), Chap. V; Reichenbach (1938), § 42; Good-
man (1949)1, (1949)2, (1950) ; on explanatory and predictive power, cf. Hempel and Oppenheim
(1948), Part IV,
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POSTSCRIPT (1964) ON

COGNITIVE SIGNIFICANCE

The preceding essay is a conflation of two articles: “Problems and Changes
in the Empiricist Criterion of Meaning,” Revue Internationale de Philosophie
No. 11(1950), and “The Concept of Cognitive Significance: A Reconsideration,”
Proceedings of the American Academy of Arts and Sciences 80 (1951). In combining
the two, I omitted particularly some parts of the first article, which had been
largely superseded by the second one;! I also made a few minor changes in the
remaining text. Some of the general problems raised in the combined essay are
pursued further elsewhere in this volume, especially in “The Theoretician’s
Dilemma.” In this Postscript, I propose simply to note some second thoughts
concerning particular points in the preceding essay.

(i) The objections 2.1(c) and 2.2(c) against the requirements of complete
verifiability and of complete falsifiability are, I think, of questionable force.
For S v N can properly be said to be entailed by S, and § in turn by SN, only if
N as well as S is a declarative sentence and thus is either true or false. But if the
criterion of cognitive significance is understood to delimit the class of sentences
which make significant assertions, and which are thus either true or false, then
the sentence N invoked in the objections is not declarative, and neither are
S v Nor S'N; hence the alleged inferences from S'N to S and from Sto SvN
areinadmissible.?

1. The basic ideas presented in the carlier articles and in the present conflated version are
penetratingly examined by I. Scheffler in The Anatomy of Inquiry, New York, 1963. Part Il of his
book deals in detail with the concept of cognitive significance.

2. I owe this correction to graduate students who put forth the above criticism in one of
my seminars. The same point has recently been stated very clearly by D. Rynin in “Vindication
of L*G*C*L P*S*T*V*SM", Proceedings and Addresses of the American Philosophical Association,

30 (1957); see especially pp. 57-58.
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My objection retains its force, however, against the use of falsifiability, not
sacriterion of significance, but as a ““criterion of demarcation.” This usc would
draw a dividing line ““between the statements, or systems of statements, of the
empirical sciences, and all other statements—whether they are of a religious or of
ametaphysical character, or simply pseudo-scientific.”® For the argument 2.2(c)
shows that the conjunction of a scientific statement S with a nonscicntific
statement N is falsifiable and thus qualifies as a scientific statement; and this
would defeat the intended purpose of the criterion of demarcation.

(i) My assertion, in 2.1(a) and 2.2(a), that the requirements of verifiability
ad of falsifiability would rule out all hypotheses of mixed quantificational form
is false. Consider the hypothesis ‘All ravens are black and something is white’,
or, in symbolic notation

, (x) (Rx D Bx) - (3y) Wy,
which is equivalent to

() @)[(Rx D Bx) - Wy]
This sentence satisfies the falsifiability requirement because it implies the purely
universal hypothesis ‘(x) (Rx D Bx)’, which would be falsified, for example, by
the following set of observation sentences: {‘Rd’, ‘~Ba’}. Similarly, the sentence

(3x) () (Rx v Wy)

1 verifiable since it is implied, for example, by ‘Rd’.

The essential point of the objection remains unaffected, however: Many
scientific hypotheses of mixed quantificational form are neither verifiable nor
falsifiable; these would therefore be disqualified by the requirement of
verifiability as well as by that of falsifiability ; and if the latter is used as a criterion
of demarcation rather than of significance, it excludes those hypotheses from
the class of scientific statements. These consequences are unacceptable.

(iii) An even stronger criticism of the criteria of verifiability and of falsi-
fiability results from condition (A1), which is stated early in section 2, and which
demands in effect that any acceptable criterion of significance which admits a
sentence as significant must also admit its negation. That this condition must
be met is clear, for since a significant sentence is one that is either true or false,
its negation can be held nonsignificant only on pain of violating a fundamental
principle of logic. And even if the falsifiability criterion is used as a criterion of
demarcation rather than of cognitive significance, satisfaction of (A1) seems
imperative. Otherwise, a scientist reporting that he had succeeded in refuting
a scientific hypothesis S of universal form would be making a nonscientific

3. K. R. Popper, ‘‘Philosophy of Science: A Personal Report,” In C. A. Mace, ed., British
Philosophy in the Mid-Century, London, 1957; pp. 155-91; quotations from pp. 163, 162.
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statement if he were to say: “Hence, it is not the case that S holds,” for this
statement would not be falsifiable. More generally, formally valid deductive
logical inference would often lead from scientific premises to nonscientific
conclusions—e.g., from ‘Ra-~Bda’ to ‘(3x) (Rx'~Bx)’; and, surely, this is
intolerable.

But when the requirement of verifiability, or that of falsifiability, iscombined
with condition (A1), then a sentence qualifies as cognitively significant just in
caseitand its negation are verifiable, or just in case it and its negation are falsifiable.
These two criteria now demand the same thing of a significant sentence, namely,
that it be both verifiable and falsifiable. This characterization admits, besides all
truth-functional compounds of observation sentences, also certain sentences
containing quantifiers. For example, ‘Pav (x)Qx’ is verifiable by ‘Pa’ and
falsifiable by {~Pa’, ‘~Qb’}; and as is readily scen, ‘Pa-(3x)Qx" equally meets
the combined requirement. But this requirement excludes all strictly general
hypotheses, i.c., those containing essential occurrences of quantifiers but notof
individual constants; such as ‘(x) (Rx D Bx)’, ‘(x) (3y) (Rxy D Sxy)’, and so0
forth. Again, this consequence is surely unacceptable, no matter whether the
criterion is meant to delimit the class of significant sentences or the class of state-
ments of empirical science.



s. A LOGICAL APPRAISAL

OF OPERATIONISM

1. BASIC TENETS OF OPERATIONISM

PERATIONISM, in its fundamental tenets, is closely akin to logical
Oempiricism. Both schools of thought have put much emphasis on definite
experiential meaning or import as a necessary condition of objectively significant
discourse, and both have made strong efforts to establish explicit criteria of
experiential significance. But logical empiricism has treated experiential import
as a characteristic of statements—namely, as their susceptibility to test by ex-
periment or observation—whereas operationism has tended to construe ex-
periential meaning as a characteristic of concepts or of the terms representing
them—namely, as their susceptibility to operational definition.

BASIC IDEAS OF OPERATIONAL ANALYSIS. An operational definition of a term is
conceived as a rule to the effect that the term is to apply to a particular case if the
Performancc of specified operations in that case yields a certain characteristic
result. For example, the term ‘harder than’ might be operationally defined
by the rule that a piece of mineral, x, is to be called harder than another piece
of mineral, y, if the opcration of drawing a sharp point of x across the surface
of y results in a scratch mark on the latter. Similarly, the different numerical
values of a quantity such as length are thought of as operationally definable
by reference to the outcomes of specified measuring operations. To safeguard
the objectivity of science, all operations invoked in this kind of definition are

This article is a slightly modified version of an article with the same title that appeared in
Scientific Monthly 79, pp. 215-20 (1954). It is here reprinted by kind permission of the Editor
of Science.

[x23]
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required to be intersubjective in the sense that different observers must be able
to perform “the same operation” with reasonable agreement in their results.!

P. W. Bridgman, the originator of operational analysis, distinguishes several
kinds of operation that may be invoked in specifying the meanings of scientific
terms.? The principal ones are (i) what he calls instrumental operations. These
consist in the use of various devices of observation and measurement, and
(ii) paper-and-pencil operations, verbal operations, mental experiments, and
the like—this group is meant to include, among other things, the techniques of
mathematical and logical inference as well as the use of experiments—in—imagin-
ation. For brevity, but also by way of suggesting a fundamental similarity
among the procedures of the second kind, I shall refer to them as symbolic oper-
ations.

The concepts of operation and of operational definition serve to state the
basic principles of operational analysis, of which the following are of special
importance.

1) “Meanings arc operational.” To understand the meaning of a term, we
must know the operational criteria of its application,® and every meaningful
scientific term must therefore permit of an operational definition. Such defin-
ition may refer to certain symbolic operations and it always must ultimately
make reference to some instrumental operation.*

2) To avoid ambiguity, every scientific term should be defined by means
of one unique operational criterion. Even when two different operational pro-
cedures (for instance, the optical and the tactual ways of measuring length) have
been found to yield the same results, they still must be considered as defining
different concepts (for example, optical and tactual length), and these should
be distinguished terminologically because the presumed coincidence of the
results is inferred from experimental evidence, and it is *‘not safe” to forget that
the presumption may be shown to be spurious by new, and perhaps more precisc,
experimental data.®

3) The insistence that scientific terms should have unambiguously specifiable
operational meanings serves to insure the possibility of an objective test for the

1. P. W. Bridgman, *“Some General Principles of Operational Analysis™ and “Rejoinders
and Second Thoughts,” Psychological Review, 52, 246 and 281 (1945); *‘The Naturc of Some
of our Physical Concepts,” British Journal for the Philosophy of Science 1, 258 (1951).

2. “Operational Analysis,” Philosophy of Science 5, 123 (1938); British Journal for
the Philosoply of Science 1, 258 (1951).

3. Philosophy of Science 5, 116 (1938).

4. ——— British Journal for the Philosophy of Science 1, 260 (1951).

5. The Logic of Modern Physics, New York, Macmillan, 1927, pp. 6, 23-24; Philosophy
of Science 5,121 (1938); Psychological Review, 52, 247 (1945) ; “The Operational Aspectof Mcan-
ing,” Synthése 8, 255 (1950-51).
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bypotheses formulated by means of those terms®. Hypotheses incapable of opera-
tional test or, rather, questions involving untestable formulations, are rejected
s meaningless: “If a specific question has meaning, it must be possible to find
operations by which an answer may be given to it. It will be found in many cases
that the operations cannot exist, and the question therefore has no meaning.””

The emphasis on *“operational meaning” in scientifically significant discourse
has unquestionably afforded a salutary critique of certain types of procedure
in philosophy and in empirical science and has provided a strong stimulus for
methodological thinking. Yet, the central ideas of operational analysis as stated
by their proponents are so vague that they constitute not a theory concerning
the nature of scientific concepts but rather a program for the development of
sucha theory. They share this characteristic with the insistence of logical empiri-
csm that all significant scientific statements must have experiential import,
that the latter consists in testability by suitable data of direct observation, and
that sentences which are entirely incapable of any test must be ruled out as
meaningless “pseudo-hypotheses.” These ideas, too, constitute not so much a
thesis or a theory as a program for a theory that needs to be formulated and
amplified in precise terms.

Anattempt to develop an operationist theory of scientific concepts will have
to deal with at least two major issues: the problem of giving a more precise
explication of the concept of operational definition; and the question whether
operational definition in the explicated sense is indeed necessary for, and ade-
quate to, the introduction of all nonobservational terms in empirical science.

I'wish to present here in brief outline some considerations that bear on these
problems. The discussion will be limited to the descriptive, or extralogical,
vocabulary of empirical science and will not deal, therefore, with Bridgman’s
ideas concerning the status of logic and mathematics.

2. A BROADENED CONCEPTION OF OPERATIONAL DEFINITION
AND OF THE PROGRAM OF OPERATIONAL ANALYSIS

The terms ‘operational meaning’ and ‘operational definition’, as well as
many of the pronouncements madc in operationist writings, convey the sug-
gestion that the criteria of application for any scientific term must ultimately
refer to the outcome of some specified type of manipulation of the subject matter
under investigation. Such emphasis would evidently be overly restrictive.
An operational definition gives experiential meaning to the term it introduces
because it enables us to decide on the applicability of that term to a given case by
observing the response the case shows under specifiable test conditions. Whether

6. P. W. Bridgman, Psychological Review 52, 246 (1945).
7. ——— The Logic of Modem Physics, p. 28.
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these conditions can be brought about at will by “instrumental operations” or
whether we have to wait for their occurrence is of great interest for the practice
of scientific research, but is it inessential to securing experiental import for the
defined term; what matters for this latter purpose is simply that the relevant test
conditions and the requisite response be of such kind that different investigators
can ascertain, by direct observation and with reasonably good agreement,
whether, in a given case, the test conditions are realized and whether the char-
acteristic response does occur.

Thus, an operational definition of the simplest kind—one that, roughly
speaking, refers to instrumental operations only—will have to be construed
more broadly as introducing a term by the stipulation that it is to apply to al
and only those cases which, under specified observable conditions S, show 2
characteristic observable response R.

However, an operational definition cannot be conceived as specifying that
the term in question is to apply to a given case only if S and R actually occur
in that case. Physical bodies, for example, are asserted to have masses, tempera-
tures, charges, and so on, even at times when these magnitudes are not being
measured. Hence, an operational definition of a concept will have to be under-
stood as ascribing the concept to all those cases that would exhibit the character-
istic response if the test conditions should be realized. A concept thus characterized
is clearly not “synonymous with the corresponding set of operations”.’ It
constitutes not a manifest but a potential character, namely, a disposition to
exhibit a certain characteristic response under specificd test conditions.

But to attribute a disposition of this kind to a case in which the specified test
condition is not realized (for example, to attribute solubility-in-water to a lump
of sugar that is not actually put into water) is to make a generalization, and this
involves an inductive risk. Thus, the application of an operationally defined
term to an instance of the kind here considered would have to be adjudged “not
safe” in precisely the same sense in which Bridgman insists it is “not safe” to
assume that two procedures of measurement that have yielded the same results
in the past will continue to do so in the future. It is now clear that if we were
to reject any procedure that involves an inductive risk, we would be prevented
not only from using more than onc operational criterion in introducing a given
term but also from ever applying a disposition term to any case in which the
characteristic manifest conditions of application are not rcalized; thus, the use
of dispositional concepts would, in effect, be prohibited.

8. P.W.Bridgman, ibid., p.5; subsequently qualified by Bridgman in his reply, Philosophy
of Science 5, 117 (1938), to R. B. Lindsay, “A Critique of Operationalism in Physics,”

Philosophy of Science 4, (1937). The qualification was essentially on the ground, quite different

from that given in the present paper, that operational meaning is only a necessary, but
presumably not a sufficient characteristic of scientific concepts.
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A few remarks might be added here concerning the noninstrumental opcra-
tions countenanced for the introduction especially of thcoretical terms. In
operationist writings, those symbolic procedures have been characterized so
vaguely asto permit the introduction, by a suitable choice of *“verbal” or *“mental”
operations, of virtually all those idcas that operational analysis was to prohibit
asdevoid of meaning. To meet this difficulty, Bridgman has suggested a distinc-
tion between “good” and “‘bad” operations;® but he has not provided a clear
citerion for this distinction. Consequently, this idea fails to plug the holc in the
operationist dike.

If the principles of operationism are to admit the theorctical constructs of
science but to rule out certain other kinds of terms as lacking expericntial, or
operational, meaning, then the vague requirement of definability by reference
to instrumental and “good”” symbolic operations must be replaced by a precise
characterization of the kinds of sentences that may be uscd to introduce, or
specify the meanings of, “‘meaningful” nonobscrvational terms on the basis of
the observational vocabulary of sciencc. Such a characterization would eliminate

the psychologistic notion of mental operations in favor of a specification of the
logico-mathematical concepts and proccdures to be permitted in the context
of operational definition.

The reference just made to the obscrvational vocabulary of science is essential
to the idea of operational definition; for it is in terms of this vocabulary that the
test conditions and the characteristic responsc specified in an operational defini-
tion are described and by means of which, thercefore, the meanings of operation-
ally defined terms are ultimately characterized. Hence, the intent of the original
operationist insistence on intersubjective repeatability of the defining operations
will be respected if we require that the terms included in the observational
vocabulary must refer to features that are directly and publicly obscrvable—

that is, whose presence or absence can be ascertained, under suitable conditions,
by direct observation, and with good agrcement among different observers.1?

9. P.W. Bridgman, Philosophy of Science 5,126(1938) ; “‘Some Implications of Recent Points
of View in Physics,” Revue Internationale de Philosophie 3, 484 (1949). The intendced distinction
between good and bad operations is further obscured by the fact that in Bridgman's discussion
the meaning of “good operation shifts from what might be described as*‘operation whosc usc
in operational definition insurcs experiential mcaning and testability” to “scientific procedure—
in some very broad sense—which lcads us to correct predictions.”

10. The condition thus imposed upon the obscrvational vocabulary of scicnce is of a
pragmatic character: it demands that cach term included in that vocabulary be of such a kind
that under suitable conditions, diffcrent obscrvers can, by means of dircct observation, arrive
ata high degree of agreement on whether the term applies to a given situation. The expression
‘coincides with' as applicable to instrument needles and marks on scales of instruments is an
example of a term mecting this condition. That human beings are capable of developing ob-

servational vocabularics that satisfy the given requirement is a fortunate circumstance: without
it, science as an intersubjective caterprise would be impossible.
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In sum, then, a precise statemznt and elaboration of the basic tenets of opera-
tionism requires an explication of the logical relationships between theoretical
and observational terms, just as z precise statement and elaboration of the basic
tenets of empiricism requires an explication of the logical relationships connecting
theoretical sentences with observation sentences describing potential data of
direct observation.

3. SPECIFICATION OF MEANING BY EXPLICIT DEFINITION AND
BY REDUCTION

Initially, it may appear plausidle to assume that all theoretical terms used in
science can be fully defined by means of the observational vocabulary. There are
various reasons, however, to doubt this assumption.

First of all, there exists a difficulty concerning the definition of the scientific
terms that refer to dispositions—and, as is noted in a foregoing paragraph, all
the terms introduced by operational definition have to be viewed as dispositional
in character. Recent logical stucies strongly suggest that dispositions can be
defined by reference to manifest characteristics, such as those presented by the
observational vocabulary, only with help of some “nomological modality”
such as the concept of nomologicil truth, that is, truth by virtue of general laws
of nature.” But a concept of thiskind is presumably inadmissible under opera-
tionist standards, since it is neither a directly observable characteristic nor defin-
able in terms of such characteristics.

Another difficulty arises when we attempt to give full definitions, in terms of
observables, for quantitative ternis such as ‘length in centimeters’, ‘duration in
seconds’, ‘temperature in degrees Celsius’. In scientific theory, each of these is
allowed to assume any real-number value within a certain interval; and the

11. To illustrate briefly, it seems reasonable, prima facie, to define ‘x is soluble in water’
by ‘if x is put in water then x dissolves’ But if the phrase ‘if . . . then . . .’, is here construed as
the truth-functional, or ““matcrial,”” conditional, then the objects qualified assoluble by the defin-
ition include, among othcrs, all those things that arc ncver put in water—no matter whether or
not they are actually soluble in water. This conscquence—one aspect of the *“‘paradoxes of
material implication”—can be avoided only if our conditional definicns is construed in a more
restrictive fashion. The idea suggests itself of construing “x is soluble in water’ as short for ‘by
virtue of some generallaws of naturc, x dissolves if x is put in water’, or briefly, ‘it is nomologi-
cally true thatif x is put in water then x dissolves’, The phrasc “if. . . then. . . ’, may now be under-
stood in the truth-functional sensc agaii. However, the acceptability of this analysis dcpends,
of course, upon whether nomological truth can be considered as a sufficiently clear concept. For
a fuller discussion of this problem complex, sec especially R. Carnap, “‘Testability and Meaning,”
Philosophy of Science 3 (1936) and 4 (1937) and N. Goodman, *“The Problem of Counterfactual
Conditionals,” Journal of Philosophy 44 (1947).
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question therefore arises whether each of the infinitely many permissible values,
say of length, is capable of an operational specification of meaning. It can be
shown that it is impossible to characterize every one of the permissible numerical
vilues by some truth-functional combination of observable characteristics,
since the existence of a threshold of discrimination in all areas of observation
alows for only a finite number of nonequivalent combinations of this
kind 12

Difficulties such as these suggest the question whether it is not possible to
conceive of methods more general and more flexible than definition for the
introduction of scientific terms on the basis of the observational vocabulary.
One such method has been developed by Carnap. It makes use of so-called
reduction sentences, which constitute a considerably generalized version of
definition sentences and are especially well suited for a precise reformulation of
theintent of operational definitions. As we noted earlier, an operational definition
of the simplest kind stipulates that the concept it introduces, say C, is to apply
to those and only those cases which, under specified test conditions S, show a
certain characteristic response R. In Carnap’s theory this stipulation is replaced
by the sentence

(1) Sx = (Cx = Rx)

or, in words: If a case x satisfies the test condition S, then x is an instance of C
if and only if x shows the response R. Formula 1, called a bilateral reduction
sentence, is not a full definition (which would have to be of the form ‘Cx=.. ",
with ‘Cx” constituting the definiendum); it specifies the meaning of ‘Cx’, not
for all cases, but only for those that satisfy the condition S. In this sense, it con-

12. In other words, it is not possible to provide, for every theoretically permissible value r
of the length I(x) of a rod x, a definition of the form

(Itx) = r]= 4/C(Pyx, Pyx, . - . , P,x)

where Py, P,, . . ., P, are observable characteristics, and the definiens is an expression formed
from ‘Px’, *Ppx,'. . . ., ‘P,x’ by means of the connective words ‘and’, ‘or,’ and ‘not’ alone.

Itis worth noting, however, that if the logical constants allowed in the definiens include,
in addition to truth-functional connectives, also quantifiers and the identity sign, then a finite
obscrvational vocabulary may permit the explicit definition of a denumerable infinity of
further terms. For instance, if ‘x spatially contains y’ and ‘y is an apple’ are included in the obser-
vational vocabulary, then it is possible to define the expressions ‘x contains 0 apples’, ‘x contains
exactly 1 apple’, ‘x contains exactly 2apples’, and so forth, in accordance with the Frege-Russell
definition of natural numbers. Yet even if definitions of this type are countenanced—and no
doubt they are in accord with the intent of operationist analysis—there remain serious obstacles
for an operationist account of the totality of real numbers which are permitted as theoretical
values of length, mass, and so forth. On this point, sce C. G. Hempel, Fundamentals of Concept
Formation in Empirical Science (Chicago: University of Chicago Press, 1952), sec. 7.
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stitutes only a partial, or conditional, definition for C.13If‘S” and ‘R’ belongtothe
observational vocabulary of science, formula 1 schematizes the simplest type
of operational definition, which invokes (almost) exclusively instrumental
operations or, better, expericntial findings. Opcrational definitions that also
utilize symbolic operations would be represented by chains of reduction sentences
containing logical or mathematical symbols. Some such symbols occur even
in formula 1, however; and clearly, there can be no operational definition that
makes use of no logical concepts at all.

4. INTERPRETATIVE SYSTEMS

Once the idea of a partial specification of meaning is granted, it appears
unnecessarily restrictive, however, to limit the sentences effecting such partial
interpretation to reduction scntences in Carnap’s sense. A partial specification
of the meanings of a set of nonobservational terms might be expressed, more
generally, by one or more sentences that connect those terms with the observa-
tional vocabulary but do not have the form of reduction sentences. And it seems
well to countenance, for the same purpose, even stipulations expressed by sen-
tences containing only nonobservational terms; for example, the stipulation
that two theoretical terms are to be mutually exclusive may be regarded as a
limitation and, in this sense, a partial specification of their meanings.

Generally, then, a set of one or more theoretical terms, t, t,, . . . , t,, might
be introduced by any set M of sentences such that (i) M contains no extralogical
terms other than, t,, . . ., t,, and observation terms, (i) M is logically consistent,
and (iii) M is not equivalent to a truth of formal logic. The last two of these
conditions serve merely to exclude trivial extreme cases. A set of M of this
kind will be referred to briefly as an interpretative system, its elements as interpre-
tative sentences.

Explicit definitions and reduction sentences are special types of interpretative
sentences, and so are the meaning postulates recently suggested by Kemeny and
Carnap.14

13. The use of reduction sentences circumvents one of the difficulties encountered in the
attempt to give explicit and, thus, complete definitions of disposition terms: the conditional
and biconditional signs occurring in formula 1 may be construed truth-functionally without
giving rise to undesirable consequences of the kind characterized in footnote 11. For details,
sce R. Carnap, “‘Testability and Meaning,” sections 5-10; also C. G. Hempel, Fundamentals of
Concept Formation in Empirical Science, sections 6 and 8. Incidentally, the use of nomological
conceptsis notentirely avoided in Carnap’s procedurc; the reduction sentences that are permitted
for the introduction of new terms are required to satisfy certain conditions of logical or of nomo-
logical validity. See R. Carnap, *Testability and Meaning,” pp. 442-443.

14. ]J. G. Kemeny, “Extension of the Methods of Inductive Logic,” Philosophical Studies 3
(1952); R. Carnap, “Meaning Postulates,” ibid. 3 (1952).
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The interpretative sentences used in a given theory may be viewed simply
as postulates of that theory,!® with all the observation terms, as well as the terms
introduced by the interpretative system, being trcated as primitives. Thus con-
strued, the specification of the meanings of nonobscrvational terms in science
resembles what has sometimes been called the implicit defmition of the primi-
tves of an axiomatized theory by its postulates. In this latter procedure, the
primitives are all uninterpreted, and the postulates then imposc restrictions on
anyinterpretation of the primitives that can turn the postulates into true sentences.
Such restrictions may be viewed as partial specifications of meaning. The usc of
interpretative systems as here envisaged has this distinctive peculiarity, however:
the primitives include a set of terms—the obscrvation terms—which arc antc-
cedently understood and thus not in nced of any interpretation, and by reference
to which the postulates cffect a partial specification of mcaning for the re-
maining, nonobservational, primitives. This partial specification again consists
in limiting those interpretations of the nonobservational terms that will render
the postulates true.

5. IMPLICATIONS FOR THE IDEA OF EXPERIENTIAL MEANING
AND FOR THE DISTINCTION OF ANALYTIC AND SYNTHETIC
SENTENCES IN SCIENCE

If the introduction of nonobservational terms is conceived in this broader
fashion, which appears to accord with the nceds of a formal reconstruction of
the language of empirical science, then it becomes pointless to ask for the opera-
tional definition or the cxperiential import of any one theoretical term. Explicit
definition by means of obscrvables is no longer generally available, and ex-
periential—or operational—meaning can be attributed only to the set of all the
nonobservational terms functioning in a given theory.

Furthermore, there remains no satisfactory gencral way of dividing all
conceivable systems of theoretical terms into two classes: those that are scien-
tifically significant and thosc that are not; those that have experiential import and
those that lack it. Rather, cxperiential, or operational, significance appears as
capable of gradations. To begin with one extreme possibility: the interpretative
system M introducing the given terms may simply be a set of sentences in the
form of explicit definitions that provide an observational equivalent for each
of those terms. In this case, the terms introduced by M have maximal experien-
tial significance, as it were. In another case, M might consist of reduction sentences
for the theoretical terms; these will enable us to formulate, in terms of obser-

15. For the case of Carnap’s reduction sentences, the postulational interpretation was sugges-
ted to me by N. Goodman and by A. Church.
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vables, a necessary and a (different) sufficient condition of application for each
of the introduced terms. Again M might contain sentences in the form of defin-
itions or reduction sentences for only some of the nonobservational terms it
introduces. And finally, none of the sentences in M might have the form of 2
definition or of a reduction sentence; and yet, a theory whose terms are intro-
duced by an interpretative system of this kind may well permit of test by ob-
servational findings, and in this sense, the system of its nonobservational terms
may possess experiential import.18

Thus, experiental significance presents itself as capable of degrees, and any
attempt to set up a dichotomy allowing only experientially meaningful and
experientially meaningless concept systems appears as too crude to be adequate
for a logical analysis of scientific concepts and theories.

Interpretative systems afford a more inclusive method of introducing
theoretical terms than the method of meaning postulates developed by Carnap
and Kemeny. For although meaning postulates are conceived as analytic and
hence as implying only analytic consequences, an interpretative system may
imply certain sentences which contain observation terms but no theoretical
terms and which are neither formal truths of logic nor analytic in the customary
sense. Consider, for example, the following two interpretative sentences, which
form what Carnap calls a reduction pair, and which interpret ‘C’ by means
of observation predicates, ‘R,’, ‘S,’, ‘Ry, ‘Sy’:

(21) §;x = (Ryx = Cx)
(2.2) Spx —> (Rgx — ~ Cx).

Since in no case the sufficient conditions for C and for ~C (non-C) can be satisfied
Jointly, the two sentences imply the consequence 17 that, for every case x,

16. Thisis illustrated by the following simple model case: The theory T consists of the sen-
tence ‘(x) ((Cyx . Cgx) —> C,x)' and its logical consequences; the three “theoretical” terms
occurring in it are introduced by the interpretative set M consisting of the sentences ‘Oyx —>
(Cix . Cax)’ and (Cyx . Cgx) —> (Ogx v Opx)’, where ‘O,’, ‘Oy’, ‘O’ belong to the observa-
tional vocabulary. As is readily seen, T permits, by virtue of M, the “‘prediction” thatifan object
has the obscrvable proberty O, but lacks the observable property O,, then it will have the
observable property O,. Thus T'is susceptible to experiential test, although M provides for none
of its constituent terms both a necessary and a sufficient observational, or operational, criterion
of application.

17. Carnap calls it the representative sentence of the pair of formulas 2.1 and 2.2. See R.
Carnap, “Testability and Meaning,” p. 444and p. 451. Generally, when a termisintroduced by
several reduction sentences representing different operational criteria of application, then the
agreement among the results of the corresponding procedures, which must be presupposed if
the reduction sentences are all to be compatible with one another, is expressed by the represent-
ative sentence associated with the given set of reduction sentences. The representative sentence
reflects, therefore, the inductive risk which, as Bridgman has stressed, is incurred by using more
than one operational criterion for a given term.
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() ~(8yx « Ryx + Spx + Ryx)

that is, no case x exhibits the attributes S,, R;, S;, R, jointly. Now,an assertion
of this kind is not a truth of formal logic, nor can it generally be viewed as true
solely by virtue of the meanings of its constituent terms. Carnap therefore treats
this consequence of formulas 2.1 and 2.2 as empirical and as expressing the factual
content of the reduction pair from which it was derived. Occurrences of this
kind are by no means limited to reduction sentenccs, and we see that in the use
of interpretative systems, specification of meaning and statement of empirical
fact—two functions of language often considered as completely distinct—
become so intimately bound up with cach other as to raise serious doubt about
the advisability or even the possibility of preserving that distinction in a logical
reconstruction of scicnce. This consideration suggests that we dispense with
the distinction, so far maintained for expository purposes, between the inter-
pretative sentences, included in M, and the balance of the sentences constituting
a scientific theory: we may simply conccive of the two sets of sentences as
constituting one “‘interpreted theory.”

The results obtained in this brief analysis of the operationist view of signifi-
cant scientific concepts arc closely analogous to those obtainable by a similar
study of the logical empiricist view of significant scientific statements, or
hypotheses.!® In the latter case, the original requirement of full verifiability or
full falsifiability by experiental data has to give way to the more liberal demand
for confirmability—that is, partial verifiability. This demand can be shown to be
properly applicable to entire theoretical systems rather than to individual hypo-
theses—a point emphasized, in effect, already by Pierre Duhem. Experiential
significance is then seen to be a matter of degree, so that the originally intended
sharp distinction between cognitively meaningful and cognitively meaningless
hypotheses (or systems of such) has to be abandoned; and it even appears doubt-
ful whether the distinction between analytic and synthetic sentences can be
effectively maintained in reference to the language of empirical science.

18..Cf. the essay “‘Empiricist Criteria of Cognitive Significance: Problems and Changes’
in the present volume. On the notion of analyticity, sce W. V. Quine, “Two Dogmas of
Empiricism", Philosophical Review, 60 (1951).
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6. FUNDAMENTALS OF

TAXONOMY

1. INTRODUCTION

HIS PAPER! attempts to provide a systematic background for a dis-

cussion of the taxonomy? of mental disorders. To this end, it analyzes the
basic logical and methodological aspects of the classificatory procedures used
in various branches of empirical science and indicates some implications which
that analysis seems to suggest for the taxonomic problems of psychiatry.

2. CLASSES AND CONCEPTS

A dassification, as is well known, divides a given set or class of objects into
subclasses. The objects are called the elements or members of the given set; the set
itself will also be referred to as the universe of discourse, especially when it is
assumed to contain as its elements all the objects with which a given investiga-
tion is concerned.

The objects of a classification may be concrete things such as stars, crystals,

1. The following is the substance of a paper read at the Work Conference on Field Studies
in the Mental Disorders held in New York in February, 1959, under the auspices of the
American Psychopathological Association. The present text incorporates some changes
I made in the original version as a result of the discussion of my paper. The papers read at the
Conference, some of which I refer to by the names of their authors, were published in
Zubin (1961), which also contains a record of the discussion.

2. The term ‘taxonomy’often serves as a synonym for ‘classification’; butI will here use the
words ‘taxonomy’ and ‘taxonomic’ primarily to refer to the theory of classificatory procedures
and systems. The two concepts thus distinguished are more fully characterized in the foreword
of Gregg's study (1954), where “taxonomy proper” is contrasted with “‘methodological tax-
onomy”’.
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organisms, books, and so on; or they may be abstract entities such as numbers,
kinship systems, political ideologies, religions, or philosophical doctrines.

Each of the subclasses provided for in a given classification may be thought
of asdefined by the specificationof necessary and sufficient conditions of member-
ship in it, i.e., by stating certain characteristics which all and only the members
of this class possess. Each subclass is thus dcfined by means of (more precisely,
as the extension of ) a certain concept, which represents the complexof character-
istics essential for membership in that subclass. For example, in the division of
positive integers into prime and composite numbers, the condition of member-
ship in the former of these subclasses is that the number in question be greater
than 1 and be an integral multiple only of 1 and of itself. These characteristics
determine the concept of prime number, and the corresponding class is the
extension of this concept.

Similarly, each of the hierarchically ordered groups (cohorts, orders, families,
tribes, genera, species, etc.) in a classification of mammals may be regarded as
the extension of a corresponding concept, such as the concepts of marsupial,
bat, primate, and so on.

Analogously, the subclasses established by a particular taxonomic system of
mental disorders are determined by the different kinds of mental illness con-
ceptually distinguished in the system; for example, in the system of the Diag-
nostic and Statistical Manual of the American Psychiatric Association, the specifi-
cation of the concept of psychotic depressive reaction serves to determine
the class of those individuals to whom the concept applies, i.e., who suffer from
that type of reaction. As this example illustrates, the objects of classification in
psychiatric taxonomy are not the various kinds of mental disorder, but indi-
vidual cases, which are assigned to various classes according to the kinds of
mental disorder they exemplify. This construal accords perfectly with the
conception of diagnosis as the assignment of individual cases to particularclassesin
a taxonomic system of diseases; and it is dcfinitely called for by the use made of
psychiatric classifications in medical statistics, which is concerned with the dis-
tribution of individual cases over the various classes provided in a classificatory
system, such as that of the International Statistical Classification of Diseases or that
of the Diagnostic and Statistical Manual.

An individual case of the kind here referred to is best understood to be a
particular human being at a given time, or during a given time span, in his life
history: this construal allows for the possibility that a person may belong to a
class representing a certain illness at some time, but not at all times, during his
life. (By contrast, the elements classified by a taxonomic system in biology are
best considered to be individual organisms during their total life spans.)

Alternative ways of dividing a given universe of discourse into subclasses
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correspond to the use of alternative sets of concepts in singling out similarities
and differences among the objects under consideration. Thus, the different
typologies of physique and of temperament which have been developed from
antiquity to the present employ different sets of concepts to classify or to type a
given person. For example, one system of classifying individuals according to
their temperaments is based on the concepts of extraversion and introversion,
another on those of cerebrotonia, viscerotonia and somatotonia; another on the
concepts of cycloid and schizoid temperaments, and so on; and the resulting
classificatory or typological schemes differ accordingly.

Thus, the specification of a classificatory system requires a corresponding
set of classificatory concepts: Each class provided for in the system is the ex-
tension of one of these concepts; i.e., it consists of just those objects in the universe
of discourse which possess the specific characteristics which the concept repre-
sents. Hence, the establishment of a suitable system of classification in a given
domain of investigation may be considered as a special kind of scientific con-
cept formation. It seems reasonable therefore, in a methodological study of
taxonomy, first to examine the basic functions of scientific concepts in general
and then to consider what demands those intended functions impose upon
classificatory concepts.

In our discussion, we will distinguish, in a manner widely accepted in con-
temporary logic, between concepts and the terms that stand for them; for example,
the term “soluble in alcohol’ which is a linguistic expression, stands for the con-
ceptof solubility in alcohol, which is a property of certain substances. Collectively,
the terms used by empirical science in general or by one of its branches will be
referred to as its vocabulary.

3. DESCRIPTION AND THEORETICAL SYSTEMATIZATION ASTWO
BASIC FUNCTIONS OF SCIENTIFIC CONCEPTS

Broadly speaking, the vocabulary of science has two basic functions: first, to
permit an adequate description of the things and events that are the objects of
scientific investigation; second, to permit the establishment of general laws or
theories by means of which particular events may be explained and predicted and
thus scientifically understood; for to understand a phenomenon scientifically is
to show that it occurs in accordance with general laws or theoretical principles.

In fact, granting some oversimplification, the development of a scientific
discipline may often be said to proceed from an initial “‘natural history” stage,®

3. This suggestive term is borrowed from Northrop (1947), especially chapters 3 and 4,
where a distinction is drawn between *“‘the natural history stage of inquiry"” and the “stage of
deductively formulated theory™.
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which primarily seeks to describe the phenomena under study and to establish
simple empirical generalizations concerning them, to subsequent more and
more “theoretical” stages, in which increasing emphasis is placed upon the
attainment of comprehensive theoretical accounts of the empirical subject
matter under investigation. The vocabulary required in the carly stages of this
development will be largely observational: It will be chosen so as to permit the
description of those aspects of the subject matter which are ascertainable faitly
directly by observation. The shift toward theoretical systematization is marked
by the introduction of new, “theoretical” terms, which refer to various theoreti-
cally postulated entities, their characteristics, and the processes in which they
are involved; all these are more or less removed from the level of directly ob-
servable things and events. For example, the electric and magnetic fields of
physics, and the propagation of waves in them; chemical valences; molecular
and atomic structures; elementary physical particles; quantum states: all these
are typical of the sorts of things and processes to which the theoretical vocabulary
of physics and of chemistry refers.

In medical science, the development from a predominantly descriptive to
an increasingly theoretical emphasis is reflected, for example, in the transition
from a largely symptomatological to a more and more etiological point of view.
Etiology should not be conceived as dealing with the “causes” of disease in a
narrow sense of that term. In the physical sciences, the search for causes in that
sense has been replaced by a search for explanatory laws and theories; and
etiology has been moving in the same direction. Indeed, the various theoretical
approaches to disease have brought with them a variety of theoretical concepts
For example, the Diagnostic and Statistical Manual characterizes the concept of
conversion reaction as follows:

Instead of being experienced consciously, . . . the impulse causing the anxiety is
“converted” into functional symptoms in organs or parts of the body, usually those
that are mainly under voluntary control. The symptoms scrve to lessen conscious
(felt) anxiety and ordinarily are symbolic of the underlying mental conflict. Such
reactions usually meet immediate needs of the patient and are, thercfore, associated
with more or less obvious “secondary gain.” (pp. 32-33.)

Clearly, several of the terms used in this passage refer neither to directly ob-
servable phenomena, such as overt behavior, nor to responses that can be elicited
by suitable stimuli, but rather to theoretically assumed psychodynamic factors.
Those terms have a distinct mcaning and function only in the context of 2
corresponding theory; just as the terms ‘gravitational field’, ‘gravitational
Potcntial’, and so on have a definite meaning and function only in the context
of a corresponding theory of gravitation.
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Let us now survey some of the requirements which the two major objectives
of description and theoretical systematization impose upon scientific concepts,
and in particular upon concepts used for classifactory purposes.

4. EMPIRICAL IMPORT OF SCIENTIFIC TERMS: OPERATIONAL
DEFINITION

Science aims at knowledge that is objective in the sense of being intersub-
Jectively certifiable, independently of individual opinion or preference, on the
basis of data obtainable by suitable experiments or observations. This requires
that the terms used in formulating scientific statements have clearly specified
meanings and be understood in the same sense by all those who use them. One
of the main objections against various types of contemporary psychodynamic
theories, for example, is that their central concepts lack clear and uniform criteria
of application, and that, as a consequence, there are no definite and unequivocal
ways of putting the theories to a test by applying them to concrete cases.
~ Amethod that has been widely recommended to avoid this kind of deficiency
isthe usc of so~called operational definitions for scientific terms. The idea was first
st forth very explicitly by the physicist P. W. Bridgman in his book, The
Logic of Modern Physics. An operational definition for a given term is conceived
% providing objective criteria by means of which any scientific investigator
cn decide, for any particular case, whether the term does or does not apply.
To this end, the operational definition specifies a testing “operation” T that
can be performed on any case to which the given term could conceivably apply,
and a certain outcome O of the testing operation, whose occurrence is to count
as the criterion for the applicability of the term to the given case. Schematically,
an operational definition of a scientific term S is a stipulation to the effect that S
isto apply to all and only those cases for which performance of test operation T
yields the specified outcome O. To illustrate: A simple operational definition of
the term harder than as used in mineralogy might specify that a piece of mineral x
iscalled harder than another piece of mineral y if the operation of drawing a
sharp point of x under pressure across a smooth surface of y has as its outcome a
scratch on y, whereas y does not thus scratch x. Similarly, an operational defini-
tion of length has to specify rules for the measurement of length in terms of
publicly performable operations, such as the appropriate use of measuring rods.
Again, phenylpyruvic oligophrenia might be operationally defined by reference
to the “operation” of chemically testing the urine of the person concerned for the
presence of phenylpyruvic acid; the “outcome” indicating the presence of the
condition (and thus the applicability of the corresponding term) is simply a
positive result of the test. Most diagnostic procedures used in medicine are based
on operational criteria of application for corresponding diagnostic categories.
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There are exceptions, however: For cxample, it has been suggested that the
occurrence of a characteristic “praccox-fecling” in the investigator may count
as one indication of dementia praccox in the patient he is examining; but this
idea docs not meet the requirements of operationism because the occurrence
of the specified outcome, the praecox-feeling in regard to a given patient, is not
independent of the examiner.

Bridgman argues in effect that if the meanings of the terms used in a scientific
discipline are operationally specified then the assertions made by that discipline
are capable of objective test. If, on the other hand, a proposed problem or hypo-
thesis is couched in terms some of which are not thus tied to the firm ground of
operationally ascertainable data, operationism rejects it as scientifically meaning-
less because no empirical test can have any bearing on it, so that the proposed
formulation in turn can have no possible bearing on empirical subject matter
and thus lacks empirical import.# The operationist insistence that meaningful
scientific terms should have definitc public criteria of application is thus closely
akin to the empiricist insistence that meaningful scientific hypotheses and
theories should be capable, in principle, of intersubjective test by observational
data.

The methodological tencts of operationism and empiricism have met with
especially keen, and largely favorable, interest in psychology and sociology-
Here, an operational specification of meaning is often achieved by formulating
definite testing procedures that arc to govern the application of terms such as
‘IQ’ and of terms pertaining to various aptitudes and attitudes.

The concern of many psychologists and social scientists with the reliability
of theirterms reflectsthe importanceattributed to objectivity of use: Thereliability
of a concept (or of the corresponding term) is usually understood as an indicator
of two things: the consistency shown in its use by one obscrver, and the agree-
ment in the usc made of it by different observers. The former feature is often
expressed in terms of the correlation between the judgments made by the same
observer when he is asked to judge the same case on several occasions; the latter
feature is expressed in terms of the correlations obtaining among the judgments
of several obscrvers judging the same cases; the “‘judgments” here referred to
being made in terms of the concept whose reliability is under consideration.

The operationist cmphasis on clear and precise public criteria of application
for scientific terms is no doubt sound and salutary. But the customary formu-
lations of operationism requirc certain qualifications, two of which will be
bricfly mentioned here because they are relevant to the subject matter of this

paper.

4. Cf,, for example, Bridgman, p. 28.
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First, the operational criteria of application available for a term often amount
to less than a full definition. For example, criteria of application for the term
temperature may be specified by reference to the operation of putting a mercury
thermometer into the appropriate place and noting its response; or by similar
use of an alcohol thermometer, or of a thermocouple, and so on. These instru-
ments have different, though partly overlapping, ranges within which they can
be used, and none covers the full range of theoretically possible temperatures.
Each of them thus provides a partial definition, or better, a partial criterion of
application, for the term under consideration (or for the corresponding concept).
Such partial criteria of application for the terms occurring in a given hypothesis
or theory will often suffice to make an empirical test possible. Indecd, there are
reasons to doubt the possibility of providing full operational definitions for all
theoretical terms in science, and the operationist program needs therefore to be
liberalized, 5o as to call only for the specification of partial criteria of application.®

Secondly, if the insistence on an operational specification of meaning for
scientific terms is not to be unduly restrictive, the idea of operation has to be
taken in a very liberal sense which does not require manipulation of the objects
under consideration: the mere observation of an object, for example, must be
allowed to count as an operation. For criteria of application for a term may well
be specified by reference to certain characteristics which can be ascertained
without any testing procedure more complicated than direct observation. Con-
sider, for example, the check list of characteristics which Sheldon gives for
dominant endomorphy. That list includes such directly observable features as
roundness and softness of body; central concentration of mass; high, square
shoulders with soft contours; short neck; short tapering limbs.® This is a satis-
factory way of determining the concept of predominant endomorphy and thus
the class of predominantly endomorphic individuals, provided that the terms
used to specify the distinctive characteristics of endomorphs have a reasonably
precise meaning and are used, by all investigators concerned, with high inter-
subjective uniformity; i.e., provided that, for any given subject, there is a high
degree of agreement among different observers as to whether or not the subject
has soft body contours, a short neck, tapering limbs, and so on. And indeed,
Bridgman’s insistence on operational tests and their outcomes is no doubt
basically aimed at making sure that the criteria of application for scientific
concepts be expressed in terms which have a very high uniformity of usage.

It would be unreasonable to demand, however, that all the terms used in a

5. For a more detailed discussion of these issues, see Hempel (1958).

6. See Sheldon, Stevens, and Tucker (1940), p. 37. For detailed somatotyping, measure-
ment of a number of diameters on the body surface, and thus the “operation” of applying
suitable measuring devices, is required; cf. loc. cit., chapter 3.
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given scientific discipline be given an operational specification of meaning; for
then, the process of specifying the meanings of the defining terms, and so forth,
would lead to an infinite regress. In any definitional context (quite independently
of the issue of operationism), some terms must be antecedently understood; and
the objectivity of science demands that the terms which thus serve as a basis for
the introduction of other scientific terms should be among those used with a
high degree of uniformity by different investigators in the field.

For just this reason, the operational criteria of application for psychological
terms are usually formulated by reference to publicly observable aspects of the
behavior a subject shows in response to a specified publicly observable stimulus
situation, and this does indeed seem to be the most satisfactory way of meeting
the demands of scientific objectivity. Reference to “operations” of a highly
introspective and subjective character does not meet the requirements of scien-
tific concept formation; for example, the operational reformulation of psycho-
analytic concepts proposed by Ellis,” which relies on such “operations” as
thinking, remembering, emoting, and perceiving (in an enormously compre-
hensive sense) provides no clear criteria of application for the terms of psycho-
analysis and no objective ways of testing psychoanalytic hypotheses.

To apply the preceding considerations to the taxonomy of mental disorders:
If a classificatory scheme is to be used with a high degree of uniformity by diff-
erent investigators, the concepts determining the various subclasses will have
to possess clear criteria of application that can be stated in terms of publically
ascertainable characteristics. The importance of objective criteria of classification,
or of objective diagnostic criteria, scems to me to be strikingly illustrated by
observations made in some of the other papers prepared for this conference. For
example, Professor Stengel® mentions in his contribution that among the cases
admitted to mental hospitals in England and Wales during 1949, a quite im-
probably small fraction were assigned to the categories 315 to 317 (psychoneuroses
with somatic symptoms) of the International Statistical Classification of Diseases; and
the question arises whether lack of clearly specified criteria of application may
not account in part for this apparent anomaly. Another case in point is Professor
Greenberg’s observation that not infrequently, technicians, assistants, and even
coinvestigators engaged in a common research project differ among each other
in their interpretations of the meanings of terms, disease conditions, and pro-
cedures when these are not specified in writing. In a similar vein, Professor
Stromgren notes that many of the controversies between research workers in
psychiatric demography can easily be traced back to inconsistencies of definition.

But while the formulation of more reliable criteria of application is certainly

7. Cf. Ellis (1956).
8. This contribution and others, soon to be cited, are included in Zubin (1961).
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very desirable, it is not, I am sure, always an easy task. Professor Stromgren
gives some illustrations of this point in his paper. It would therefore be un-
reasonable and self-defeating to insist on the highest standards of precision from
the beginning; but it is important to aim at increasingly reliable critena of
application for the various categories distinguished in a classification of mental
disorders.

In the interest of this objective, it may be worth considering whether, or to
what extent, criteria with valuational overtones are used in the specification of
psychiatric concepts. Consider, for example, the characterization of the category
“Inadequate personality” as given in the Diagnostic and Statistical Manual (p. 35):
“Such individuals are characterized by inadequate response to intellectual,
emotional, social, and physical demands. They are neither physically nor mentally
grossly deficient on examination, but they do show inadaptibility, incptness,
poor judgment, lack of physical and emotional stamina, and social incompat-
ibility.” Such notions as inadequacy of response, inadaptability, ineptness, and
poor judgment clearly have valuational aspects, and it is to be expected that
their use in concrete cases will be influenced by the idiosyncrasies of the investi-
gator; this will reduce the reliability of these concepts and of those for which
they serve as partial criteria of application.

One interesting way of increasing uniformity in the intersubjective use of
certain classificatory terms has been pointed out by Lazarsfeld and Barton:
Some kinds of classificatory judgment become more reliable when the “indi-
cators,” the criteria that serve to assign individual cases to specific classes, are
broken down into several components. For example, when several classifiers
Judge children’s adjustment, reliability will be increased by simply specifying
certain aspects to which the classifiers are to pay attention, such as appearance
(which in turn may be further characterized by means of such sub-indicators as
excessively untidy hair and clothing, chewed fingernails, rigid facial expression);
response to interviews; attitude towards others and toward self. The authors
add, significantly, that despite the increase in objectivity thus achieved, there
“is still required, however, a certain body of common training and experience,
such as might be found among trained child psychologists, to make a vague
procedure work at all well.”?

Another factor that may affect the reliability of classificatory criteria is
ilustrated by the Rorschach test, the thematic apperception test, and similar
procedures, all of which may be regarded as providing operational criteria for
diagnostic purposes. These tests differ from, say, intelligence or aptitude tests of
the customary kind in that they require a good deal of interpretation, and that

9. See Lazarsfeld and Barton (1951), especially pp. 166-167.
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there is no simple routine—performable, in principle, by a machine, as it were—
of noting the subject’s responses and combining them into an unequivocal
diagnosis that assigns the subject to some particular class.

Similar observations apply to Sheldon’s typology of temperaments. For
diagnostic assignment of an individual subject to one of the various types dis-
tinguished in the system, the examiner has to rate the subject with respect to a
specified list of traits; and while there is likely to be rather close agreement among
the ratings made by different examiners, Sheldon and Stevens!® add this comment
on the procedure:

The later (diagnostic) use of the traits, considering the traits individually, is perhaps
about as objective and systematic as medical diagnosis. That is to say, we admit frecly
that a subjective element is present—that no machine has becn built which can make
a diagnosis of temperament.

However, the objectivity, or intersubjectivity, here under discussion is of
course a matter of degree, and it should be remembered that also the results of
such “operations” as observing an object by microscope or telescope, or a lung
via fluoroscope or indirectly through an X-ray photograph, show intersubjective
variation even among expert observers.! What matters is, I think, to be aware
of the extent to which subjective factors enter into the application of a given set
of concepts, and to aim at a gradual reduction of their influence.

5. SYSTEMATIC IMPORT AND “NATURAL” CLASSIFICATION

But clear and objective criteria of application are not enough: to be scien-
tifically useful a concept must lend itself to the formulation of general laws or
theoretical principles which reflect uniformities in the subject matter under
study, and which thus provide a basis for explanation, prediction, and generally
scientific understanding. This aspect of a set of scientific concepts will be called
its systematic import, for it represents the contribution the concepts make to the
systematization of knowledge in the given field by means of laws or theories.

The requirement of systematic import applies, in particular, also to the con-
cepts that determine scientific classifications. Indeed, the familiar vague distinc-
tion between “natural” and “artificial” classifications may well be explicated
as referring to the difference between classifications that are scientifically fruitful
and those that are not: in a classification of the former kind, those characteristics
of the elements which serve as criteria of membership in a given class are associated,
universally or with high probability, with more or less extensive clusters of

10. Sheldon and Stevens (1942), p. 426.
11. See Chapter 1 of Hanson (1958) for an instructive discussion of scientific secing
and observing as “‘theory-laden” undertakings.
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other characteristics. For example, the two sets of primary sex characteristics
which determine the division of humans into male and female are each associated,
by general laws or by statistical connections, with a large variety of concomitant
physical, physiological, and psychological traits. It is understandable that a
classification of this sort should be viewed as somehow having objective ex-
istence in nature, as ‘“‘carving nature at the joints,” in contradistinction to
“artificial” classifications, in which the defining characteristics have few explana-
tory or predictive connections with other traits; as is the case, for example, in the
division of humans into those weighing less than one hundred pounds, and all
others. (This is not to deny that the latter distinction, as well as other, similarly
“artificial” ones, may be very useful for certain special practical purposes, as is,
for example, the classification of fingerprints for the identification of individuals,
although the systematic import of the system would seem to be quite small)

Similarly, as W. S. Jevons pointed out (before the periodic system had been
published), the elements potassium, sodium, caesium, rubidium, and lithium,
which are grouped together as forming the class of alkali metals, have a great
many characteristics in common: they all combine energetically with oxygen,
decompose in water at various temperatures, and form strongly basic oxides that
are highly soluble in water; their carbonates are soluble in water, and so forth.1s
Perhaps the most striking example of a classification reflecting general laws is
the periodic system of the elements, on which Mendeleev based a set of highly
specific predictions, which were impressively confirmed by subsequent research.
Asaresult of more recent advances, the system, in a somewhat revised form, has
been given a deeper theoretical foundation by showing that it reflects, in the
classes represented by the columns of the periodic table, certain similarities and
differences in the atomic structure of the elements.

A similar development has taken place in the taxonomic methods of biology.
Even in the early taxonomic systems, which are based on more or less directly
observable (largely morphological) characteristics, each class represents of
course a large bundle of empirically associated traits; but, as an outgrowth of the
theory of evolution, the morphological basis of classification came to be replaced
by one more deeply imbedded in theory, namely a phylogenetic basis. The
various species, for example, are “theoretically defined, at least in principle,
in phylogenetic and genetic terms,”?® and the morphological characteristics

12. Jevons (1877), p. 675. See also Jevons’ illuminating general discussion in Chapter 30
of his book.

13. Simpson (1945), p. 13. See also the lucid exposition of the same subject in Chapter
19, “The principles of classification,” in Simpson, Pittendrigh, and Tiffany (1957).
Concerning the systematic import of classificatory concepts in biological taxonomy, see
the essays by Huxley and by Gilmour in Huxley (1940).
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now provide simply the observational criteria for the assignment of individuals
to a species which is construed in phylogenetic terms.

In psychological and psychopathological research the typological systems
of Kretschmer and of Sheldon and his associates, to mention two characteristic
examples, illustrate the strong interest in concepts reflecting empirical uniform-
ities and statistical associations. In Sheldon’s system the three “primary compon-
nents of temperament”—viscerotonia, cerebrotonia, and somatotonia—are
characterized by means of three corresponding clusters of traits which were
selected, on the basis of much empirical trial and error, in such a way that the
traits in each group would intercorrelate positively with each other and show
a negative correlation with all or nearly all the traits in the other groups.® In
addition, one of the principal claims to scientific significance that are suggested
for the system rests on the correlation between the three components of temfer-
ament on the one hand and various other psychological and somatic traits on
the other; in regard to the latter, certain statistical connections are indicated
between the basic components of temperament and the basic components of
physique—endomorphy, ectomorphy, and mesomorphy—which are dis-
tinguishedin Sheldon’s theory of somatic types.1® Kretschmer's typology of char-
acter and physique has similar objectives; and both systems attempt to exhibit
some connections between somatic characteristics and a disposition to certain
kinds of mental disturbance. Whatever the merits of these and similar systems
may prove to be, they are mentioned here as instances of a deliberate effort to
develop classificatory systems (more precisely: typologies in the sense to be
discussed in the next section) whose conceptual basis has definite systematic
import.

In accordance with the requirement of systematic import, the concepts used
in a given field of scientific inquiry will change with the systematic advances
made in that field: the formation of concepts will go hand in hand with the
formulation of laws and, eventually, of theories. As was mentioned earlier, the
laws may at first express simple uniform or statistical connections among ob-
servables; they will then be formulated in terms of the observational vocabulary
of the discipline to which they belong. Further systematic progress, however,
will call for the formulation of principles expressed in theoretical terms which
refer to various kinds of unobservable entities and their characteristics. In the
course of such development, classifications defined by reference to manifest,
observable characteristics will tend to give way to systems based on theoretical

14. Sec Kretschmer (1925).

15. See Sheldon and Stevens (1942), chapter 2.

16. See Sheldon, Stevens, and Tucker (1940), especially chapter 7, and Sheldon and Stevens
(1942), chapter 7.
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concepts. This process is illustrated, for example, by the shift from an observa-
tional-phenomenal characterization and classification of chemical elements and
compounds to theoretical modes of defining and differentiating them by reference
to their atomic and molecular structures. To be unequivocally applicable to
concrete cases, the theoretically specified concepts must, of course, possess clear-
cut empirical, or “operational,” criteria of application; but these can no longer
be regarded as their defining characteristics: the specified outcome of the opera-
tional test just constitutes a readily observable symptom for the presence of the
traits or processes represented by the theoretical concepts; the “meanings™ of
the latter are not fully reflected by operational-symptomatic criteria of appli-
cation (diagnosis) alone, but quite importantly also by the theoretical system
to which they belong.

The emphasis on systematic import in concept formation has been clearly
in evidence in the development of classificatory systems for mental disorders,
The concepts determining the various classes or categories distinguished now
are no longer defined just in terms of symptoms, but rather in terms of the key
concepts of theories which are intended to explain the observable behavior, in-
cluding the symptoms in question; just as molecular and atomic theory accounts
for the more directly observable characteristics that served as defining character-
istics in an earlier stage of chemical concept formation. The trend is nicely
illustrated by several of the characterizations of mental disorders given in the
Diagnostic and Statistical Manual, where an enumeration of certain symptoms is
combined with an etiological or generally theoretical account: the characteri-
zations of the various catcgories of psychoneurotic disorders (pp. 31-34 of the
Manual) are clear cases in point.

In a classificatory system with a theoretical basis, two individuals with similar
symptoms may then come to be assigned to quite different classes; for some of
the kinds of mental disturbance distinguished at the etiologic-theoretical level
may well partially overlap in the associated syndromes, just as two different
chemical compounds may have various directly observable characteristics in
common. Similarly, in taxonomic systems of biology which have a phylogenetic-
evolutionary basis, two phenomenally very similar specimens may be assigned
to species far removed from each other in the evolutionary hierarchy, such as the
species Wolf (Canis) and Tasmanian Wolf (Thylacitius).2?

The preceding considerations have some bearing on the question whether
prognostic prospects and therapeutic possibilities may—or perhaps even ought
to—be properly included among the defining characteristics of a mental illness.

17. For this and other examples see chapter 19 of Simpson, Pittendrigh, and Tiffany
(1957).
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It is certainly conceivable—and indeed to be hoped for as a result of further
research—that concepts representing mental disorders should be used in a
theoretical context which carries certain prognostic implications. In this case, the
concepts in question might be defined, within the framework of the theory,
by means of characteristics some of which are prognostic in character. On the
other hand, it would defeat the practical purposes of diagnosis and therapy if
the operational criteria of application for those concepts, i.e., the criteria forming
the basis of medical diagnosis, required postponement of the diagnosis until after
the illness had run its course. If they are to meet those practical needs, the criteria
of application will therefore have to be couched in terms of characteristics
that can be ascertained more or less immediately. To mention a parallel from
physics: It would be unfortunate if the application of the term radium depended
on the criterion that the half-life of radium is approximately 1800 years; though
this half-life is certainly an important characteristic of radium.

We should note, however, that the distinction here assumed between
prognostic and nonprognostic criteria of application is a matter of degree.
Operational definitions, for example, imply conditional prognoses concerning
the outcome of certain test operations: If x is a harder piece of mineral than y
then the scratch test will result in a scratch mark on the surface of y; if a current
of one ampere is flowing through that wire, the needle of a properly connected
ammeter will respond accordingly; and so forth. Similarly, the Schick test,
which provides an operational criterion of application for the concept of im-
munity todiphtheria, involves ashort-range prognosis concerning a skin reaction.
And in certain cases, response to particular forms of therapy might be resorted
to as a diagnostic criterion. But it seems reasonable to expect that advances in
theoretical understanding will increasingly provide us with etiological or
structural accounts of physical and mental illness, and that these in turn will
imply diagnostic criteria in terms of antecedent conditions or presently as-
certainable physical or mental characteristics.

Itis very likely, I think, that classifications of mental disorders will increasingly
reflect theoretical considerations. It is not for me to speculate on the direction
that theoretical developments in this field may take and especially on whether
the major theories will be couched in biophysiological or biochemical terms
or rather in psychodynamic terms that lack an over-all physiological or physio-
chemical interpretation. Theoretical systems of either kind can satisfy the basic
requirements for scientific theories. In brief and schematic outline, these require-
ments call for (1) a clear specification of the basic concepts used to represent the
theoretical entities (objects, states, processes, characteristics, and so on) in terms
of which the theory proposes to interpret, and account for, the empirical phen-
omena in its domain of investigation; (2) a set of theoretical assumptions (basic
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laws, fundamental hypotheses) couched in theoretical terms and asserting certain
interrelations among the corresponding theoretical entities; (3) an empirical
interpretation of the theory, which might take the form of operational criteria
for the theoretical terms or, more generally, the form of a set of laws, statistical
or strictly universal in character, connecting the theoretical traits, states, or
processes with observable phenomena; (4) testability-in-principle of the theory
thus specified; i.e., the theory together with its interpretation, must imply,
deductively or inductively, definite assertions about observable phenomena
that should be found to occur under specifiable test conditions if the theory is
correct: the occurrence or nonoccurrence of these phenomena will then pro-
vide confirming or disconfirming evidence concerning the theory. If a proposed
theory has no such implications at all, it clearly has no possible bearing on em-
pirical subject matter and thus cannot qualify as a significant theory in empirical
science (not even as an unsound or false one: for thesc latter attributes presuppose
a conflict between the theory and relevant experimental or observational
evidence).8

This requirement of testability by reference to observable phenomena rules
out, for example, the neo-vitalistic conception of biological processes as being
determined, at least in part, by vital forces or entelechies; for the available
statements of this conception yield no experimentally testable implications.

6. FROM CLASSIFICATORY TO COMPARATIVE AND
QUANTITATIVE CONCEPTS

While it is not possible to predict the substantive changes that the concepts
and theories of mental disorder will undergo as a result of further research, I
think that certain changes in their logical character may well be anticipated. In
this concluding section, I will attempt briefly to indicate the nature of these
changes.

Classification, strictly speaking, is a yes-or-no, an either-or affair: A class is
determined by some concept representing its defining characteristics, and a
given object falls either into this class or outside, depending on whether it has
or lacks the defining characteristics.

In scientific research, however, the objects under study are often found to
tesist a tidy pigeonholing of this kind. More precisely: those characteristics of
the subject matter which, in the given context of investigation, suggest them-
selves as a fruitful basis of classification often cannot well be treated as properties
which a given object either has or lacks; rather, they have the character of traits

18. For a fuller account of these principal requirements and a critical analysis of some
of their consequences, see Hempel (1952), (1958).
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which are capable of gradations, and which a given object may thercfore
exhibit more or less markedly. As a result, some of the objects under study will
present the investigator with borderline cases, which do not fit unequivocally
into one or another of several neatly bounded compartments, but which exhibit
to some degree the characteristics of different classes. For example, Professor
Strémgren refers in his paper to the difficulties of finding a natural border line
separating the whole group of neuroses and psychopathies from that which does
not belong to it, and he remarks that the transitions are gradual in all directions.
Typologies of physique and of temperament provide another good illustration,
and one in which the gradual character of the transition has recently received
some special methodological attention. The proponents of typological systems
often emphasize that “pure” instances of the basic types they distinguish are
rarely, if ever, encountered in experience, and that concrete individuals usually
represent mixtures of several types. Sometimes, the basic types acquire the status
of ideal reference points which mark, as it were, the ends of a scale along which
concrete cases can be arranged. Thus, Kretschmer!? states:

We never, even in the most definite cases, come across a purc example in the strictest
sense of the word, but always the peculiar individual instances of a type, that is the
type itself mixed with slight accretions out of a heterogencous inheritance. This
mixture, in the guise of which the type appcars to us in any individual instance, we
call the constitutional alloy.

Metaphorical statements of this kind are suggestive; but they are not sufficient
for the formulation of a theory that is to take explicit and objective account
of those impure cases. A conceptual apparatus is needed to describe and distin-
guish constitutional alloys in which the characteristics of the pure types are
represented with different strengths. For example, to give a clear, objective
meaning to the notion of a pure type, say A, which different individuals may
represent in different degrees, objective criteria arc required which will determine
for any two individuals whether they represent type A with equal strength,
and if not, which of them represents 4 more strongly than does the other.
Suitable criteria of this kind will effect, not a division of the universe of discourse
into two classes, 4 and non-A, but a simple (quasi-linear) ordering of the universe.
In this ordering, two individuals will ““coincide,” i.e., occupy the same place, if,
in the sense of the criteria, they exhibit 4 with equal strength; whereas individual
x will precede individual y if, in the sense of the criteria, x is a less pronounced
case of A than is y.

A parallel from physics may serve to illustrate the point: A simple ordering
of minerals according to increasing hardness can be effected by means of the

19. Kretschmer (1925), p. 93.
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scratch-test criterion mentioned earlier: if a sharp point of y scratches a surface
of x, but not vice versa, y is harder than x and thus follows x in the order of
increasing hardness; if neither y is harder than x nor x harder than y, both miner-
als are assigned the same place in the quasi-linear order. This example illustrates
two elementary but important points: (1) The “diagnostic” criteria which serve
to place individual cases in the scheme are not criteria of class-membership, as
they would be in a strictly classificatory system; rather, they are criteria of
precedence and coincidence in a quasi-linear order. (2) such criteria can be quite
objective and rather precise without presupposing quantitative measurement.®

We noted that recent typological systems have, in effect, replaced a strictly
classificatory procedure by an ordering one (even though some of them use a
classificatory terminology and supplement it by speaking metaphorically of
borderline cases, mixtures, transitional forms, and the like). Such reliance on con-
cepts and methods of an ordering character is illustrated not only by Kretsch-
mer’s system, but also, to mention just a few other examples, by C. G. Jung's
distinction of the extraverted and introverted types, by E. R. Jaensch's typology®
and by the system developed more recently by Sheldon in collaboration with
Stevens and others. This latter theory, however, makes the ordering character
of its basic concepts quite explicit and seeks to satisfy the requirement of ob-
Jectivity (in the sense discussed earlier) for the diagnostic criteria it sets down.

Since each of the types distinguished in a typological theory will represent
at least one quasi-linear ordering, typological systems usually provide for an
arrangement of individuals along several axes, and thus replace classificatory
schemes by reference “spaces” of several “‘dimensions.”

The advantages of ordering over classification can be considerable. In
particular, ordering allows for subtler distinctions than classification; further-
more, ordering may take the special form of a quantitative procedure, in which
each dimension is represented by a quantitative characteristic. And quantitative
concepts not only allow for a fineness and precision of distinction unparalleled
on the levels of classification and of nonquantitative ordering, but also provide a
basis for the use of the powerful tools of quantitative mathematics: laws and
theories can be expressed in terms of functions connecting several variables,
and consequences can be derived from them, for purposes of prediction or of
test, by means of mathematical techniques.

The considerations presented in this section and in the preceding one suggest
that the development of taxonomic concepts in the study of mental disorder will

20. For a detailed analysis of ordering procedures, with special reference to typological
theories, see Hempel and Oppenheim (1936); a short general account of the logic of classifi-
cation, ordering and measurement is given in Hempel (1952), Part III.

21. See, for example, Jung (1921), Jaensch (1933).
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probably show two trends: First, a continuation of the shift from systems defined
by reference to observable characteristics to systems based on theoretical con-
cepts; and second, a gradual shift from classificatory concepts and methods to
ordering concepts and procedures, both of the non-quantitative and of the
quantitative varieties.
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7. TYPOLOGICAL METHODS
IN THE NATURAL AND

THE SOCIAL SCIENCES

1. INTRODUCTION

HE CONCEPT of type has played a significant role in various phascs of
Tthc development of empirical science. Many of its uses are by now of
historical interest only; but some branches of research, especially psychology
and the social sciences, have continued up to the present to ecmploy typological
concepts for descriptive and for theoretical purposes. In particular, various
typologies of character and physique have been propounded as providing
fruitful approaches to the study of personality; the investigation of “extreme”
or “pure” types of physical and mental constitution has been advocated as a
source of insight into the functioning of “normal” individuals; and as for social
science, the use of idcal types has been declared onc of the methodological
characteristics which distinguish it essentially from natural science.

Considering thesc recent uses of typological concepts and the various claims
concerning their peculiar significance, it appears to be a matter of some interest
and importance to have a rcasonably clear understanding of their logical status
and their methodological function. Now, there exists a voluminous literature on
the subject, but a large part of it suffers from a definite inadequacy of the logical
apparatus uscd for the analysis of the issucs at hand. In particular, many of the
studics devoted to the logic of typological concepts use only the concepts and
principles of classical logic, which is essentially a logic of propertics or classes,
and cannot deal adequatcly with relations and with quantitative concepts. It is
tlustrative of this situation that Max Weber, who so eloquently champions the
method of idcal types in the social scicnces, makes a clear negative statement
about their logical status: they cannot be defined by genus proximum and differentia

Reprinted, by kind permission of the publisher, from a volume of symposium papers pub-
lished under the auspices of the American Philosophical Association, Eastern Division, under
the title Science, Language, and Human Rights. Philadclphia: University of Pennsylvania
Press, 1952.
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specifica, and concrete cases cannot be subsumed under them as instances' ic.,
they are not simply class, or property, concepts; but when it comestoa positive
characterization, he resorts to much less precise, and often metaphorical, language.
An ideal type, according to Weber, is a mental construct formed by the synthesis
of many diffuse, more or less present and occasionally absent, concrete individual
phenomena, which are arranged, according to certain one-sidedly accentuated
points of view, into a unified analytical construct, which in its conceptual purity
cannot be found in reality; it is a utopia, a limiting concept, with which concrete
phenomena can only be compared for the purpose of explicating some of their
significant components.? This characterization, and many similar accounts which
Weber and others have given of the nature of ideal types, are certainly suggestive,
but they lack clarity and rigor and thus call for further logical analysis.

In addition to the logical status of typological concepts, some of the method-
ological claims which have becn made for them appear to mc to warrant ré-
examination.

The present paper, then, is an attempt to explicate in outline the logical
and methodological character of typological concepts, and to appraise their
potential significance for the purposes they are intended to serve.

The term ‘type’ has been used in several quite different senses. I propose to
distinguish here three main kinds of type concepts, which for brief reference,
and pending further clarification, will be called classificatory, extreme, and ideal
types. These will now be considered in turn.

2. CLASSIFICATORY TYPES

The classificatory use of type concepts is illustrated by Ernst Kretschmer's
rather influential typological theory of character and physique,®in which types
are construed as classes. In this case, the logic of typological procedure is the
familiar logic of classification, which requires no discussion here. Methodo-
logically, classificatory type formation, like any other kind of classification in
empirical science, is subject to the requirement of systematic fruitfulness: The
characteristics which scrve to define the different types should not merely
provide ncat pigconholes to accommodate all the individual cases in the domain

1. Max Weber, On the Methodology of the Social Sciences, trans. and ed. E. A. Shils and
H. A. Finch (New York, The Free Press of Glencoe, 1949), p. 93.

2. loc. cit., pp. 90-93.

3. Ernst Kretschmer, Physique and Character, trans. W. J. H. Sprott (New York, Harcourt,
Brace & World, 19306).

On the theory and technique of classificatory type formation in contemporary social
rescarch, see Paul F. Lazarsfeld and Allen H. Barton, *“Qualitative Mcasurement in the Social
Sciences: Classification, Typologies, and Indices,” in Daniel Lerner and Harold D. Lasswell
(eds.), The Policy Sciences, (Stanford, Stanford University Press, 1951).
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of inquiry, but should lend themselves to sound generalization and thus offer a
basis for prediction. Thus, e.g., constitutional typologies often aim at defining
their types by reference to certain physical properties which are empirically
associated with a variety of psychological traits, so that every type represents
a cluster of concomitant characteristics. This objective is the methodological
kernel of the search for “‘natural” as distinguished from “artificial” classes or
types.

In connection with classificatory types, brief reference should be made to the
use of the term “typical’ in the sense of average, for that use evidently presupposes
a classification. Thus, the statement that the typical American college under-
graduate is, say, 18.9 years old, purports to state the average value of a certain
magnitude for a specified class. But since there are different kinds of average, and
since none of these provides much information without an added measure of
dispersion, it is clear that for any serious scientific purpose this use of the term
‘typical’ has to be supplanted by a more precise formulation in statistical terms.

3. EXTREME TYPES

Attempts at typological classification in empirical science are often frus-
trated, however, by the realization that those characteristics of the subject matter
which arc to provide the defining basis of the classification cannot fruitfully be
construed as simple property concepts determining, as their extensions, classes
with ncatly demarcated boundaries. Thus, e.g., if we try to formulate explicit
and precise criteria for the distinction of extravert and introvert personalities
it soon becomes clear that the adoption of classificatory criteria drawing a
precise boundary line between the two categorics would prove an “artificial”,
thcorctical]y sterile, procedure: it appears much more natural, much more
promising systcmatically, to construe the two concepts as capable of gradations,
so that a given individual will not be qualified cither as extravert or as introvert,
but as exhibiting cach of the two traits to a certain extent. The purely extravert
and the purely introvert personalities thus come to be conceived as “extreme”
or “purc” types, of which concrete instances are rarely if ever found, but which
may serve as conceptual points of reference or “poles,” between which all
actual occurrences can be ordered in a serial array. This general conception
underlies several of the recent and contemporary systems of psychological and
Physical typcs, such as Sheldon’s theory of physique and temperament.4

What is the logical form of these “cxtreme” or “pure” type concepts?

4. W.H. Sheldon, S. S. Stevens, and W. B. Tucker, The Varieties of Human Physique (New
York and London, Harper and Row, 1940), and W. H. Sheldon and S. S. Stevens, The Varieties
of Temperament (New York and London, Harper and Row, 1942).
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Clearly, they cannot be construed as class concepts: individual cases cannot be
subsumed under them as instances, but can only be characterized as to the extent
to which they approximate them. In other words, if the term Tisan extremettype,
anindividual a cannot be said either to be T or to be non-T; rather, a may be, so to
speak, “‘more or less T.” But exactly how is this “‘more or less” to be objectively
defined: A description, however vivid, of an extreme type with which concrete
cases are to be compared does not by itsclf provide standards for such comparison;
at best, it may suggest a program of research, focusing attention upon certain
empirical phenomena and regularitics and stimulating cfforts toward the
development of a precise conceptual apparatus suited for their description and
theoretical interpretation. But if an extreme type is to function as a legitimate
scientific concept in scientific statements with clear objective meaning, then
explicit criteria for the “more or less” of comparison must be provided. These
criteria may take a nonnumerical, “purcly comparative” form, or they may
be based on quantitative devices such as rating scales or mcasurement.

The formally simplest, purcly comparative, form of an extreme-type
concept T can be specified by laying down criteria which determine, for any
two individual cascs a, b in the domain under investigation, whether (i) a is
more T than b, or (i) b is more T than a, or (iii) a is just as much T as is b. For
the concept of purc introversion as an extreme type, for example, this would
requirc objective criteria determining for any two individuals a, b whether they
are cqually introverted and, if not, which of them is the more introverted. Thus,
an extreme type T of the purely comparative or ordering kind is defined, not
by genus and differentia in the manner of a class concept, but by specifying two
dyadic relations, “‘more T than” and “as much T as.” Now, if the criteria
dcfining thosc relations arc to yicld an ordering of all particular cases in a linear
array reflecting increasing T-ness, then they must mect certain formal require-
ments: “more T than” must be an asymmetrical and transitive relation, “as
much T as” must be symmetrical and transitive, and the two together must
satisfy a trichotomy law to the cffect that any two particular cases a, b meet the
defining conditions for cxactly one of the threc alternatives (i), (ii), (iii) men-
tioned above.?

The kind of ordering concept herc characterized is well illustrated by the
definition, in mineralogy, of a purcly comparative concept of hardness by
reference to the scratch test: A mincral a is said to be harder than another, b,
if a sharp point of a sample of a will scratch the surface of a sample of b, but not
converscly. If neither of the mincrals is harder than the other, they are said to

5. For details, scc Carl G. Hempel and Paul Oppenheim, Der Typusbegriff im Liclte
der neuen Logik (Leiden, Holland, Sijthoff, 193G), chapter III.
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be of the same hardness. The two relations thus defined might be said to deter-
minc a purely comparative extremec type of hardness; but this terminology
would tend to obscure rather than clarify the logic of the procedure, and it is
not actually used.

In psychology and the social sciences it is difficult, to say the least, to find
fruitful objective criteria, analogous to those based on the scratch test, which
will determine a purcly comparative typological order. We find therefore that
proponents of extreme-type concepts, insofar as they provide precise criteria and
not merely suggestive programmatic characterizations, cither end by construing
their types as classcs after all or clse specify their typological orders by reference
to rating scales or measuring procedures, which define a numerical “degree of
T-ness,” as it were. The first course is illustrated by Kretschmer’s typology of
physique and character: it uses the parlance of pure types for an intuitive charac-
terization of the material to be investigated, while for exact formulations, it
construcs cach of the main types as a class and accommodates the intermediate
cases in some additional classes, designated as “mixed types.” The second course
is cxemplified by Sheldon’s typology of physique, which assigns to each individ-
ual a specific position on cach of three seven-point scales representing the basic
type traits of the theory: endomorphy, mesomorphy, and ectomorphy.

But once suitable “operational” criteria of a strictly comparative or of a
quantitative kind have been specificd, the pure types lose their special importance:
they simply represent extreme places in the range defined by the given criteria,
and from a systematic point of vicw, the typological terminology is no more
significant than it would be to say that the specific clectric conductivity of a
given material indicated how closc it came to the extreme, or pure, type of a
perfect conductor.

The usc of cxtreme-type concepts of the kind herc considered reflects an
attempt to proceed from the classificatory, qualitative level of concept formation
to the quantitative onc; ordering concepts of the purely comparative kind
represent a logically intermediate stage. As long as explicit criteria for their
usc are lacking, they have, as we noted, essentially a programmatic but no syste-
matic status; and oncc suitable criteria have been specified, the parlance of extreme
types becomes unnccessary, for there arc no logical peculiaritics which differen-
tiate cxtreme-type concepts from the other comparative and quantitative
concepts of empirical science; their logic is the logic of ordering relations and
of measurement; henccforth, 'we will therefore refer to them also as ordering
types.

Ordering as well as classificatory typologices bclong, as a rule, to an carly
stage m the growth of a scicntific discipline, a stage which is concerned with the
development of a largely “cmpirical” concept system and with its use for des-
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cription and for low-grade gencralization. Systematic fruitfulness, which is
an essential requirement for all stages of concept formation, here consists, in the
simplest case, in a high correlation between the criteria which “operationally
definc” a typological order (such as certain anthropometric indices, for cxample)
and a variety of other graded traits (such as further anatomical and physiological
indices or psychological characteristics). For quantitative scales, such corrclations
may assume, in favorable cases, the form of a proportionality of scveral variables
(analogous to the proportionality, at constant temperature, of the specific
clectric and thermic conductivitics of metals), or they may consist in other
invariant relationships cxpressible in terms of mathematical functions.®

4. IDEAL TYPES AND EXPLANATION IN THE SOCIAL SCIENCES

As was mentioned in the first section, ideal types, too, are usually presented
as the results of isolating and cxaggerating certain aspects of concrete empirical
phenomiena, as limiting concepts which are not fully exemplified but at best
approximated in reality.” Despite the suggestion conveyed by this description,
I think that an adequate logical reconstruction has to assign to ideal types a status
different from that of the extreme or pure types discussed above. For ideal
types—or, as Howard Becker aptly calls them, constructed types—are usually
introduced without even an attempt at specifying appropriate criteria of order,
and they are not used for the kind of gencralization characteristic of ordering

6. A fuller discussion of the logic and methodology of ordering and quantitative pro-
cedures may be found in Carl G. Hempel, Fundamentals of Concept Formation in Empirical Science
(Chicago, The University of Chicago Press, 1952), especially section 11.

On the usc of such procedures in typological studies, cf. Lazarsfeld and Barton, op. cit.,
Hempel and Oppenheim, op. cit., and R. F. Winch, “Heuristic and Empirical Typologics:
A Job for Factor Analysis,” American Sociological Review, 12 (1947), 68-75.

7. For detailed exposition and critical discussion of the concept of ideal type as used in
social science, sce especially the following works, which have served as guides in the present
attempt at analysis and reconstruction:

Max Weber, On the Methodology of the Social Sciences (see note 1).

Max Weber, The Theory of Social and Economic Organization, trans. A. M. Henderson
and Talcott Parsons (New York, Oxford University Press, 1947).

Alexander von Schelting, Max Weber's Wissenschaftslehre (Tiibinger, J. C. B. Mohr,
1934).

Talcott Parsons, The Structure of Social Action (New York, McGraw-Hill Book Company,
1937), chapter XVI.

Howard Becker, Through Values to Social Interpretation (Durham, N. C., Duke University
Press, 1950).

Further stimulating critical discussions of the concept of ideal type may be found in:

Felix Kaufinann, Methodenlelre der Sozialwissenschaften (Wien, Springer, 1930), especially

section 6 of the sccond part.
J. W. N. Watkins, *Idcal Types and Historical Explanation,” The British Journal for the
Philosophy of Science, 3 (1952), 22-43.
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types; rather, they are invoked as a specific device for the explanation of social
and historical phenomena. I shall try to argue now that this conception reflects
an attempt to advance concept formation in sociology from the stage of des-
cription and “‘empirical generalization,” which is exemplified by most classi-
ficatory and ordering types, to the construction of theoretical systems or models.
In order to amplify and substantiate this view, it will be necessary to examine
more closely the character and function of ideal types as conceived by its pro-
ponents.

According to Max Weber and some writers holding similar views, the use
ofideal types makes it possible to explain concrete social or historical phenomena,
such as the caste system in India or the development of modern capitalism, in
their individuality and uniqueness. Such understanding is held to consist in
grasping the particular causal relationships which interconnect the relevant
elements of the total occurrence under examination. If such relationships are
to afford a sociologically significant explanation they must be, according to this
view, not only “causally adequate” but also meaningful, i.c., they must refer
to aspects of human behavior which are intelligibly actuated by valuation or
other motivating factors. Weber characterizes the principles expressing those
connections as ‘‘general empirical rules” concerning the ways in which human
beings are prone to react in given situations; the “nomological knowledge”
conveyed by them is said to be derived from our own experience and from our
knowledge of the conduct of others. Weber mentions Gresham’s law as a gen-
eralization of this kind: it is empirically well substantiated by the pertinent
information available, and it is* a rationally clear interpretation of human action
under certain conditions and under the assumption that it will follow a purely
rational course.””8

As for specific ways of discovering meaningful explanatory principles,
Weber mentions the method of empathic understanding but adds the reminder
that it is neither universally applicable nor always dependable. And indeed,
the subjective expericnce of empathic identification with a historical figure,
and of an immediatc—almost self-evidently certain—insight into his motivations,
constitutes no knowledge, no scientific understanding at all, though it may be
a guide in the scarch for explicit general hypotheses of the kind required for
a systematic cxplanation. In fact, the occurrence of an empathic state in the
interpreter is neither a necessary nor a sufficient condition of sound interpretation
or understanding in the scientific sense: not necessary, for an appropriate theory
of psychopathic behavior may provide the historian with an explanation of
some phases of Hitler’s actions even in the absence of empathic identification;

8. The Theory of Social and Economic Organization, p. 98; cf. also pp. 107-9.
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not sufficient, for the motivational hypotheses suggested by the empathic
experience may be factually unsound.

Weber himself stresses that verification of subjective interpretation is always
indispensable; he adds that in the absence of adequate experimental or observa-
tional data, “there is available only the dangcrous and uncertain procedure of
the ‘imaginary experiment’ which consists in thinking away certain elements
of a chain of motivation and working out the course of action which would then
probably ensue, thus arriving at a causal judgment.””® By thus suggesting what
would have happened if certain specificd constitucnts of the situation had been
different, this method yields *judgments of objective possibility,” which form
the basis of causal imputation in the social sciences. Those judgments evidently
have the form of contrary-to-fact conditionals, and students of the currently
much discussed logic of counterfactuals might be interested in Weber's fascin-
ating illustration of the proposed method by reference to interpretative prob-
lems of historiography, among them the question of the significance of the
Persian Wars for the development of Western culture;1® Weber’s discussion
of thesc topics shows how well he was aware of the close connection between
contrary-to-fact conditionals and general laws.

An ideal type, then, is meant to serve as an interpretative or explanatory
schema embodying a set of “general empirical rules” which establish “sub-
jectively meaningful” connections between different aspects of some kind of
phenomenon, such as purely rational economic behavior, a capitalistic society,
a handicraft economy, a religious sect, or the like. But then, in intent at least,
ideal types represent not concepts properly speaking, but rather theories; and
the idea suggests itself that if those theories are to serve their purpose, they must
have a character similar to that of the theory of ideal gases, for example.! To
elaborate and substantiate this conception, I will first try to show that the alleged
differences between the explanatory use of ideal types and the method of ex-
planation in natural science are spurious; then I will attempt a brief comparative
analysis of the status of “idealized” conceprs, and the corresponding theories,
in natural and in social science.

In natural science, to explain an individual event is to explain the occurrence
of some general, or repeatable, characteristic (i.e., one that may have other

9. loc. cit., p. 97.

10. The Methodology of the Social Sciences, pp. 164-88. An illuminating amplification
and examination of Weber’s analysis may be found in von Schelting, op. cit., pp. 269-81.

11. Parallels between ideal types and certain idealizations in physics have often been
drawn, of course (cf., e.g., Weber, The Theory of Social and Economic Organization, p. 110;
Becker, op. cit.,, p. 125). It seems important, however, to make explicit the similarities in-
volved and to show that they do not accord with the claim of a status sui generis for ideal-type
concepts in the social sciences.
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instances; for example, a rise in temperature, the presence of corrosion, a drop
inblood pressure, etc.) in a particular case, i.c., at a specified place or in a specificd
object at a given moment or during a certain period of time (for example, the
air in New Haven during the morning hours of September 5, 1952; the hull
of a specified ship; patient John Doe at a given time). Explanation of an indi-
vidual event does not and cannot reasonably mean an account of all the general
characteristics of a given particular, say b. For the latter include the fact that in
such and such directions and at such and such spatiotemporal distances from b,
there are particulars having such and such general properties; as a consequence,
to explain all the general aspects of b is tantamount to explaining every indi-
vidual fact in the universe—past, present, and future. Evidently this kind of
explaining a particular occurrence “in its uniqueness’” is no more accessible to
sociology than it is to physics; in fact, even its precise meaning is quite proble-
matic. Thus, all that can be significantly sought is the explanation of the occur-
rence of some repeatable characteristic U(which may be quite complex, of course)
in a given particular b. The task of explaining Western capitalism in its unique-
ness, for example, has to be construed in this fashion if it is to be at all significant;
and it is then analogous to the problem of explaining the solar eclipse of March
18, 1950. In either case, there are certain characteristics—their combination is
referred to as U above—for whose occurrence an explanation is sought (in the
case of the eclipse, those characteristics might include the fact that the eclipse
was annular, not visible in the United States, of a duration of 4 hours and 42
minutes, etc.), but there are innumerable other characteristics for which no
account is intended (such as the number of newspapers in which the event was
described). It is worth noting here that the event thus to be explained, U(b) for
short, is still unique in the sense that the particular b is unrepeatable: While the
existence of other instances of U is at least logically possible, none of them can
have the same spatiotemporal location as b.

In the natural sciences a particular event is explained by showing that its
occurrence can be inferred by means of laws or theoretical principles from other,
usually antecedent or simultaneous, particular circumstances. As Max Weber's
writings make clear, an adequate explanation of a particular event in sociology
or historiography has to be of essentially the same character. Empathic insight
and subjective understanding provide no warrant of objective validity, no
basis for the systematic prediction or explanation of speccific phenomena; the
latter procedures have to be based on general empirical principles, on nomo-
logical knowledge. Weber’s limitation of the explanatory principles of sociology
to “meaningful” rules of intelligible behavior, on the other hand, is untenable:
many, if not all, occurrences of interest to the social scientist require for their
explanation reference to factors which are “devoid of subjective meaning,”
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and thus to “non-understandable uniformities,” to use Weber’s terminology.
Weber acknowledges that the sociologist must accept such facts as causally
significant data, but he insists that this does “not in the least alter the specific
task of sociological analysis . . ., which is the interpretation of action in terms of
its subjective meaning.”12 But this conception bars from the field of sociology
any theory of behavior which foregoes the use of “subjectively meaningful”
motivational concepts. This means either an arbitrary restriction of the concept
of sociology—which, as a result, might eventually become inapplicable to any
branch of scicntific rescarch—or else it amounts to an a priori judgment as to
the character of any system of concepts that can possibly yield an cexplanatory
sociological theory. Clearly, such an a priori verdict is indefensible; and indeed,
the more recent development of psychological and social theory indicates that
it is possible to formulate explanatory principles for purposive action in purcly
behavioristic, nonintrospective terms.

In discussing, next, the role of experiments-in-imagination, which arc, of
course, well known also in the natural sciences, it will be uscful to distinguish
two kinds of imaginary experiment: the intuitive and the theoretical. An intuitive
experiment-in-imagination is aimed at anticipating the outcome of an experi-
mental procedure which is just imagined, but which may well be capable of
being actually performed. Prediction is guided herc by past experience concern-
ing particular phenomena and their regularities, and occasionally by belicf in
certain general principles which arc accepted as if they were a priori truths. Thus,
in explaining the cquidistribution of results obtained in rolling a regular dic,
or in anticipating similar results for a game with a regular homogencous dodeca-
hedron, certain rules of symmetry, such as the principle of insufficient reason, are
often invoked; and similar principles arc somctimes adduced in imaginary
experiments involving levers and other physical systems with certain symmetry
features. Imaginary cxperiments of this kind arc intuitive in the sense that the
assumptions and data underlying the prediction arc not made explicit and indeed
may not cven cnter into the conscious process of anticipation at all: past
experience and the—possibly unconscious—bclicf in ccrtain gencral principles
function here as suggestive guides for imaginative anticipation rather than as a
theoretical basis for systematic prediction.

The theoretical kind of imaginary experiment, on the other hand, presupposes
a sct of explicitly stated gencral principles—such as laws of nature—and it
anticipates the outcome of the experiment by deductive or probabilistic inference
from thosc principles in combination with suitable boundary conditions rcp-
resenting the relevant aspects of the imagined experimental situation. Sometimes,

12. The Theory of Social and Economic Organization, p. 94.
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the latter is not actually realizable, as when the laws for an ideal mathematical
pendulum or for perfectly clastic impact are deduced from more general princi-
ples of theoretical mechanics. The question what would happen if, say, the
thread of a pendulum were infinitely thin and perfectly rigid and if the mass of
the pendulum were concentrated in the free end point of the thread is answered
here, not by “thinking away” those aspccts of a physical pendulum that are at
variance with this assumption and then trying to envisage the outcome, but
by rigorous deduction from available theoretical principles. Imagination docs
not enter here; the experiment is imaginary only in the sense that the situation it
refers to is not actually realized and may indeed be technically incapable of realiza-
tion.

The two types of experiment-in-imagination here distinguished constitute
extreme types, as it were, which are rarely realized in their pure form: in many
cases, the empirical assumptions and the reasoning underlying an imaginary
experiment are madc highly, but not fully, explicit. Galileo’s dialogues contain
excellent examples of this procedure, which show how fruitful the method can
be in suggesting general theoretical insights. But, of course, intuitive experi-
ments-in-imagination arc no substitute for the collection of empirical data
by actnal experimental or observational procedures. This is well illustrated by the
numerous, intuitively quite plausible, imaginary experiments which have been
adduced in an effort to refute the special theory of relativity; and as for imaginary
experimentation in the social scicnces, its outcome is liable to be affected by
preconceived ideas, stereotypes, and other disturbing factors. In his review of
Stouffer’s The American Soldier, Lazarsfeld!® lists a number of psychological
and sociological assumptions which might seem to be so obviously true as to
requirc no further investigation, but which were in fact strongly disconfirmed
by the findings of Stouffer’s group; for example, that among American soldiers
during the war, better educated men showed more psychoneurotic symptoms
than those with less education; that Southerners were better able to stand the
climate in the hot South Sea Islands than Northern soldiers, and so forth. Beliefs
such as these could evidently affect the outcome and defeat the purpose of
intuitive thought-experiments in sociology. Such experiments, then, cannot
provide evidence pertinent to the test of sociological hypotheses. At best,
they can serve a heuristic function: they may suggest hypotheses, which must
then be subjected, however, to appropriate objective tests.

The imaginary experiments mentioned by such writers as Max Weber and
Howard Becker as a method of sociological inquiry are obviously of the intuitive
variety; their heuristic function is to aid in the discovery of regular connections

13. Public Opinion Quarterly, 13 (1949), pp. 377-404.
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between various constituents of some social structure or process. These connec-
tions can then be incorporated into an ideal type and thus provide the basis for
the explanatory use of the latter.

5. IDEAL TYPES AND THEORETICAL MODELS

We have argued that since ideal types are intended to provide explanations,
they must be construed as theoretical systems cmbodying testable gencral
hypotheses. To what extent is this conception reconcilable with the frequent
insistence, on the part of proponents of the method, that idcal types arc not
meant to be hypotheses to be verified by empirical evidence, that deviation from
concrete fact is of their very essence? Let us consider more closely how those who
hold such views conceive of the application of ideal-type concepts to concrete
phenomena. There are few precise statements on this subject; perhaps the most
explicit formulation has been given by Howard Becker, in an cffort to develop
what he terms “a logical formula for typology.” Becker suggests that idcal, or
constructed, types function in hypothescs of the form ‘If P then Q’, where P
is the type invoked, and Q is some more or less complex characteristic.* Con-
cerning the application of such hypotheses to empirical data, Becker says: “In
the very nature of type construction, however, the consequent seldom if ever
follows empirically, and the antecedent is then empirically “false.” If Q’ then P
By this deviation from empirical fact, by the occurrence of Q' rather than Q,
a constructed type acquires what Becker calls “negative utility”: it initiates a
search for factors other than those embodied in P to account for the discrepancy.®
In this manner, according to Becker, “constructive typology makes planned
use of the proviso ‘All other conditions being equal or irrelevant’ for the purpose
of detcrmining the ‘inequality’ or ‘rclevance’ of the ‘other conditions’.”

This view calls for closer analysis, for it suggests—perhaps unintentionally—
the usc of the ceteris paribus clause for a conventionalistic dcfense of typological

14. Op. cit., pp. 259-64. Becker describes the connection between P and Q as one of
““objective probability.” But since he uses the expression ‘If P then Q’ in an inference of the
modus tollens form, which does not hold for probabilistic implication—i.e., for statements
of the form, ‘If P then probably Q'—it scems more adequate to construc Becker’s remark as
mecaning that ‘If P then Q' is a typological hypothesis expressing an empirical generalization
in Weber’s sense. Such a generalization, like any other empirical hypothesis, can of course be
only probable, and never certain, relative to any body of pertinent factual evidence.

15. Op. cit., p. 202.

16. Max Weber has similarly pointed to the heuristic utility of ideal types; cf, e.g.,
The Methodology of the Social Sciences, pp. 90, 101-103; The Theory of Social and Economic
Organization, p. 111.

17. Howard Becker, op. cit., p. 264.
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hypotheses against any conceivable disconfirming cvidence.'® To illustrate thys
point, imaginc a physicist propounding the hypothesis that under ideal conditions,
namely in a vacuum ncar the surface of the Earth, a body falling freely for ¢
scconds will cover a distance of cxactly 16/2 fect. Supposc now that a carcful
experiment yields results differing from thosc required by the hypothesis. Then
clearly the physicist cannot be content simply to infer that the requisite ideal
conditions werc not rcalized: in addition to this possibility, he has to allow for
the alternative that the hypothesis under test is not correct. To state the pont
now in terms of Becker’s genceral schema: we could infer that P is not reahized
only if, in addition to the obscrvational finding Q’, we could take the truth of the
hypothesis ‘If P then Q' for granted; but for this assumption, we surcly have no
warrant; in fact, it would make the entire test pointless. Thus, from the occur-
rence of Q’, we can infer only that cither P was not realized or the hypothesis,
‘If P then Q’, is falsc.

Now, it might scem that we may with assurance assert our typological
hypothesis if only we qualify it by an appropriate ceteris paribus clause and thus
give it the form: ‘All other factors being cqual or irrelevant, Q will be realized
whenever P is realized’. Evidently, no empirical evidence can ever disconfirm
a hypothesis of this form since an apparently unfavorable finding can always be
attributed to a violation of the ceteris paribus clause by the interference of factors
other than those specifically included in P. In other words, the qualified hypo-
thesis can be made unexceptionable by the convention to plead violation of the
ceteris paribus clause whenever an occurrence of P is not accompanied by an
occurrence of Q. But the very convention that renders the hypothesis irrefutable
also drains it of all empirical content and thus of explanatory power: since the
protective clause does not specify whar factors other than P have to be equal
(i.c., constant) or irrelevant if the prediction of Q is to be warranted, the hypo-
thesis is not capable of predictive application to concrete phenomena. Similarly,
the idea of testing the given hypothesis becomes pointless. It is significant to
note here by contrast that in the formulation of physical hypotheses, the ceteris
paribus clause is never used: all the factors considered relevant are explicitly
stated (as in Newton’s law of gravitation or in Maxwell’s laws) or are clearly
understood (as in the familiar formulation of Galileo’s law, which is understood
to refer to frec fall in a vacuum near the surface of the Earth); all other factors are
asserted, by implication, to be irrelevant. Empirical test is therefore significant,
and the discovery of discordant cvidence requires appropriate revisions cither
by modifying the presumed functional connections between the variables

18. On the usc of the ceferis paribus clause, see also the excellent discussion in Felix Kauf-
mann, Methodology of the Social Sciences (New York, Oxford University Press, 1944), 84fF.
and 213fF.
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singled out as relevant, or by explicitly introducing new relevant variables.
Ideal-type hypotheses will have to follow the same pattern if they are to afford
a theoretical explanation of historical and social phenomena rather than an
cmpirically vacuous conceptual schematism.

But is it not true that in physics as well therc are theories, such as those of
ideal gases, of perfectly clastic impact, of the mathematical pendulum, of the
statistical aspects of a game played with perfect dice, etc., which are not held
to be invalidated by the fact that they possess no precise cxemplification in the
cmpirical world: And could not idcal types claim the same status as the central
concepts of those “idealized”” theories2 Those concepts refer to physical systems
satisfying certain extreme conditions which cannot be met fully, but only
approximately, by concrete empirical phenomena. Their scientific significance
lies, I think, in the following points: (a) The laws governing the behavior of the
ideal physical systems are deducible from morc comprchensive theoretical
principles, which are well confirmed by empirical evidence; the deduction
usually takes the form of assigning certain cxtreme values to some of the para-
mecters of the comprehensive theory. Thus, e.g., the laws for an ideal gas are
obtainable from more inclusive principles of the kinctic theory of gases by
“assuming” that the volumes of the gas molecules vanish and that there are no
forces of attraction among the molecules—i.e., by setting the appropriate para-
meters equal to zero. (b) The extreme conditions characterizing the ideal casc
can at least be approximated empirically, and whenever this is the case in a con-
crete instance, the ideal laws in question are empirically confirmed. Thus, ¢.g.,
the Boyle-Charles law for ideal gases is rather closely satisfied by a large variety
of gases within wide, specifiable ranges of pressure and temperature (for a fixed
mass of gas), and it is for this reason that the law can be significantly invoked for
explanatory purposes.

The preceding analysis suggests the following observations on the idcal and
the empirical aspects of ideal-type concepts in the social sciences:

(i) Ideal constructs have the character not of concepts in the narrower sense,
but of theoretical systems. The introduction of such a construct into a theoretical
context requires, therefore, not definition by genus and differentia, but the speci-
fication of a set of characteristics (such as pressure, temperature, and volume in
the case of an ideal gas) and of a set of general hypotheses connecting those
characteristics.

(ii) An idealized concept P docs net, therefore, function in hypotheses of the
simple form ‘If P then Q'. Thus, e.g., the hypothesis ‘If a substance is an idcal
gas then it satisfies Boyle’s law’, which is of that form, is an analytic statement
entailed by the definition of an ideal gas; it cannot serve explanatory purposcs.
Rather, the hypotheses characterizing the concept of ideal gas connect certain
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quantitative characteristics of a gas, and when they are applied to concrete
physical systems, they make specific empirical predictions. Thus, to put the
point in a somewhat oversimplified form, what enters into physical theory is not
the concept of ideal gas at all, but rather the concepts representing the vanous
characteristics dealt with in the theory of ideal gases; only they are mentioned
in the principles of thermodynamics.

(iii) In the natural sciences at least, a set of hypotheses is considered as charac-
terizing an ideal system only if they represent what might be called theoretical,
rather than intuitive, idealizations; i.c., if they are obtainable, within the frame-
work of a given theory, as special cases of more inclusive principles. Thus, e.g.,
the formula for the mathematical pendulum as empirically discovered by Galileo
did not constitute a theoretical idealization until after the establishment of more
comprehensive hypotheses which (a) have independent empirical confirmation,
(b) entail the pendulum formula as a special case, (c) enable us to judge the degree
of idealization involved in the latter by giving an account of additional factors
which are relevant for the motion of a physical pendulum, but whose influence
is fairly small in the case of those physical systems to which the formula is custom-
arily applied. .

No theory, of course, however inclusive, can claim to give a completely
accurate account of any class of empirical phenomena; it is always possible that
even a very comprehensive and well-confirmed theory may be improved in the
future by the inclusion of further parameters and appropriate laws: the most
comprehensive theory of today may be but a systematic idealization within the
broader theoretical framework of tomorrow.

Among the ideal-type concepts of social theory, those used in analytical
economics approximate most closely the status of idealizations in natural science:
the concepts of perfectly free competition, of monopoly, of economically
rational behavior on the part of an individual or a firm, etc., all represent schemata
for the interpretation of certain aspects of human behavior and involve the ideal-
izing assumption that noneconomic factors of the sort that do in fact influence
human actions may be neglected for the purposes at hand. In the context of
rigorous theory construction, those idcal constructs are given a precise meaning
in the form of hypotheses which postulate specified mathematical connections
between certain economic variables; frequently, such postulates characterize
the ideal type of behavior as maximizing a given function of those variables
(e.g., profit).

In two important respects, howcver, idcalizations in economics seem to me
to differ from thosc of the natural sciences: first of all, they arc intuitive rather
than theoretical idcalizations in the scnsc that the corresponding postulates arc
not deduced, as special cases, from a broader theory which covers also the non-
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rational and noneconomic factors affecting human conduct. No suitable more
general theory is available at present, and thus there is no theoretical basis for an
appraisal of the idealization involved in applying the economic constructs to
concrete situations. This takes us to the second point of difference: the class of
concrete behavioral phenomena for which the idealized principles of economic
theory are meant to constitute at least approximately correct generalizations is
not always clearly specified. This of course hampers the significant explanatory
use of those principles: an ideal theoretical system, as indeed any theoretical
system at all, can assume the status of an cxplanatory and predictive apparatus
only if its area of application has been specified; in other words, if its constituent
concepts have been given an empirical interpretation which, directly or at least
mediately, links them to observable phenomena. Thus, e.g., the area of applica-
tion for the theory of ideal gases might be indicated, roughly speaking, by
interpreting the theoretical parameters ‘P’, ‘V’, “T’, in terms of the “operationally
defined” magnitudes of pressure, volume, and temperature of gases at moderate
or low pressures and at moderate or high temperatures. Similarly, the empirical
applicability of the principles of an ideal economic system requires an interpre-
tation in empirical terms which does not render those principles analytic; hence
the interpretation must not amount to the statement that the propositions of
theory hold in all cases of economically rational behavior—that would be simply
a tautology; rather, it has to characterize, by criteria logically independent of the
theory, those kinds of individual or group behavior to which the theory is
claimed to be applicable. In reference to these, it has then to attach a reasonably
definite operational interpretation to the theoretical parameters, such as ‘money’,
‘price’, ‘cost’, ‘profit’, ‘utility’, etc. In this fashion, the propositions of the theory
acquire empirical import: they become capable of test and thus susceptible to
disconfirmation—and this is an essential characteristic of all potential cxplanatory
systems.

The results of the preceding comparison between the ideal constructs of
economics with those of physics should not be considered, however, as indicating
an essential methodological difference between the two fields. For in regard to
the first of our two points of comparison, it nced only be remembered that much
effort in sociological theorizing at present is directed toward the development
of a comprehensive theory of social action, relative to which the ideal constructs
of economics, in so far as they permit of empirical application, might then have
the status of theoretical rather than intuitive idealizations. And quite apart from
the attainability of that ambitious goal, it is clear that an interpretation is required
for any theoretical system which is to have empirical import—in the social
no less than in the natural sciences.

The ideal types invoked in other fields of social science lack the clarity and
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precision of the constructions used in theoretical economics. The behavioral
regularities which are meant to define a given ideal type are usually stated only
in more or less intuitive terms, and the parameters they are meant to connect
are not explicitly specified; finally, there is no clear indication of the area of
empirical applicability and conscquent testability claimed for the typological
system. In fact, the demand for such testability is often rejected in a sweeping
manner which, I think, the preceding discussion has shown to be inconsistent
with the claim that ideal types provide an understanding of certain empirical
phenomena.

If the analysis here outlined is essentially sound, then surely ideal types can
serve their purpose only if they are introduced as interpreted theoretical systems,
i.e., by (a) specifying a list of characteristics with which the theory is to deal,
(b) formulating a set of hypotheses in terms of those characteristics, (c) giving
those characteristics an empirical interpretation, which assigns to the theory a
specific domain of application, and (d), as a long-range objective, incorporating
the theoretical system, as a special casc, into a more comprehensive theory. To
what extent these objectives can be attained cannot be decided by logical analysis;
butit would be self-deception to believe that any conceptual procedure essentially
lacking in the first three respects can give theoretical understanding in any field
of scientific inquiry. And to the extent that the program here outlined can
actually be carried through, the use of ideal types is at best an unimportant
terminological aspect, rather than a distinctive methodological characteristic, of
the social sciences: the method of ideal types becomes indistinguishable from the
methods used by other scientific disciplines in the formation and application of
explanatory concepts and theories.

6. CONCLUSION

In sum, then, the various uses of type concepts in psychology and the social
sciences, when freed from certain misleading connotations, prove to be of
basically the same character as the methods of classification, ordering, measure-
ment, empirical correlation, and theory formation used in the natural sciences.
In leading to this result, the analysis of typological procedures exhibits an im-
portant logical and methodological similarity between divers branches of
empirical science.






8. THE THEORETICIAN’S DILEMMA:

A STUDY IN THE LOGIC

OF THEORY CONSTRUCTION

1. DEDUCTIVE AND INDUCTIVE SYSTEMATIZATION
CIENTIFIC RESEARCH in its various branches secks not merely to record

regularities in the flux of events and thus to establish general laws which may
be used for prediction, postdiction,! and explanation.

The principles of Newtonian mecchanics, for example, make it possible,
given the present positions and momenta of the celestial objects that make up
the solar system, to predict their positions and momenta for a specified future
time or to postdict them for a specified time in the past; similarly, those princi-
ples permit an explanation of the present positions and momenta by reference
to those at some earlier time. In addition to thus accounting for particular facts,

the principles of Newtonian mechanics also explain certain “general facts,”

1. This term was suggested by a passage in Reichenbach (1944), where the word ‘postdicta-
bility’ is used to refer to the possibility of determining *“past data in terms of given observations”
(p- 13). In a similar context, Rylec uses the term ‘retrodict’ (see for example 1949, p. 124), and
Walsh speaks of the historian’s business ‘‘to ‘retrodict’ the past: to establish, on the basis of
present evidence, what the past must have been like” (1951, p. 41). According to a remark in
Acton’s reyiew of Walsh's book (Mind, vol. 62 (1953), pp. 564-65), the word ‘retrodiction’
was used in this scnse already by J. M. Robertson in Buckle and his Critics (1895).

This article is reprinted, with some changes, by kind permission of the publisher, from
Minnesota Studies in the Philosophy of Science, vol. II. Edited by Herbert Feigl, Michael Scriven,
and Grover Maxwell, University of Minnesota Press, Minneapolis. Copyright 1958 by the Uni-
wersity of Minnesota.
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i.e., empirical uniformities such as Kepler's laws of planetary motion; for the
latter can be deduced from the former.?

Scientific explanation, prediction, and postdiction all have the same logical
character: they show that the fact under consideration can be inferred from
certain other facts by means of specified general laws. In the simplest case, this
type of argument may be schematized as a deductive inference of the following

form:
G,C;...C,
(1.1) L,L, ...L
E

Here, C,, C,. .. C, are statements of particular occurrences (e.g., of the positions
and momenta of certain celestial bodies at a specified time), and L, L, . .. L,
are general laws (e.g., those of Newtonian mechanics); finally, E is a sentence
stating whatever is being explained, predicted, or postdicted. And the argument
has its intended force only if its conclusion, E, follows deductively from the
premises.3

While explanation, prediction, and postdiction are alike in their logical
structure, they differ in certain other respects. For example, an argument of the
form (1.1) will qualify as a prediction only if E refers to an occurrence at a time
later than that at which the argument is offered; in the case of a postdiction, the
event must occur before the presentation of the argument. These differences,
however, require no fuller study here, for the purpose of the preceding dis-
cussion was simply to point out the role of general laws in scientific explanation
prediction, and postdiction.

For thesc three types of scientific procedure, I will use the common term
*(deductive) systematization’. More precisely, that term will be used to refer, first
to any argument of the form (1.1) that meets the requirements indicated above,
no matter whether it serves as an explanation, a prediction, a postdiction, or in
still some other capacity; second, to the procedure of cstablishing arguments of
the kind just characterized. ‘ '

So far, we have considered only those cases of explanation, prediction, and
related procedures which can be construed as deductive arguments. There are
many instances of scientific explanation and prediction, however, which do
not fall into a strictly deductive pattern. For example, when Johnny comes

2. More accurately: it can be deduced from the principles of Newtonian mechanics that
Kepler's laws hold in approximation, namely, on the assumption that the forces exerted upon
the plancts by celestial objects other than the sun (especially other planets) are negligible.

3. (added in 1964). For a fuller discussion of this schema and for certain qualifications
concerning the structural identity of explanatory and predictive arguments, scc the essay
*“Aspects of Scientific Explanation” in this volume.
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down with the measles, this might be explained by pointing out that he caught
the disease from his sister, who is just recovering from it. The particular ante-
cedent facts here invoked are that of Johnny’s exposure and, let us assumne, the
further fact that Johnny had not had the measles previously. But to connect
these with the event to be explained, we cannot adduce a general law to the
cffect that under the specified circumstances, the measles is invariably trans-
mitted to the exposed person: what can be asserted is only a high probability
(in the sense of statistical frequency) of transmission. The same type of argument
can be used also for predicting or postdicting the occurrence of a case of the
measles.

Similarly, in a psychoanalytic explanation of the neurotic behavior of an
adult by reference to certain childhood experiences, the generalizations which
might be invoked to conncct the antecedent events with those to be explained
can be construed at best as establishing more or less high probabilities for the
connections at hand, but surely not as expressions of unexceptional uniformities.

Explanations, predictions, and postdictions of the kind here illustrated
differ from those previously discussed in two important respects: The laws
invoked are of a different form, and the statement to be established does not
follow deductively from the explanatory statements adduced. We will now
consider these differences somewhat more closely.

The laws referred to in connection with the schema (1.1), such as the laws
of Newtonian mechanics, are what we will call statements of strictly universal

form, or strictly universal statements. A statement - of this kind is an assertion—which

may be true or false—to the effect that all cases which meet certain specified
conditions will unexceptionally have such and such further characteristics. For
example, the statement ‘All crows are black’ is a sentence of strictly universal
form; and so is Newton’s first law of motion, that any material body which is
not acted upon by an external force persists in its state of rest or of rectilinear
motion at constant speed.

The laws invoked in the second type of explanatory and related arguments,
on the other hand, arc, as we will say, of statistical form; they are statistical prob-
ability statements. A statement of this kind is an assertion—which may be true
or false—to the effect that for cases which meet conditions of a specified kind,
the probability of having such and such further characteristics is so-and-so much.*

4. The distinction here made concerns, then, exclusively the form of the statements under
consideration and not their truth status nor the extent to which they are supported by
empirical evidence. Ifit were established, for example, that actually only 80 per cent of all crows
are black, this would not show that ‘All crows are black’, or S, for short, was a statistical probab-
ility statement, but rather that it was a false statement of strictly universal form, and that ‘The
probability for a crow to be black is .8, or S, for short, was a true statement of statistical form.

(Continued overleaf)
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To put the distinction in a nutshell: A strictly universal statement of the
simplest kind has the form ‘All cases of P are cascs of Q’; a statistical probability
statement of the simplest kind has the form “The probability for a case of P to
be a case of Q is r.” While the former implies an assertion about any particular
instance of P—namely, that it is also an instance of Q—the latter implies no
similar assertion concerning any particular instance of P or cven concerning any
finite set of such instances.® This circumstance gives rise to the second distinctive
characteristic mentioned above: the statement E describing the phenomenon
being explained, predicted, or postdicted (for cxample, Johnny’s catching the
measles) is not logically deducible from the explanatory statements adduced
[for example, (C,) Johnny was exposed to the measles; (C,) Johnny had not
previously had the measles; (L) For persons who have not previously had the
mecasles and arc exposed to it, the probability is .92 that they will contract the
discase]; rather, on the assumption that the explanatory statements adduced
are trug, it is very likely, though not certain, that E is true as well. This kind of
argument, therefore, is inductive rather than strictly deductive in character:
it offers the conclusion E on the basis of other statements which constitute only
partial, if strongly supporting, grounds for it. An argument of this kind—no
matter whether it is used for explanation, prediction, or postdiction, or for yet
anothcr purposc—will be called an iuductim' sysrvnmtizatiou In particular we_
implicd by the premises. .8 Agam “the proccdurc of cstabllshmg an argl_l}pcnt of
the kind just described will also be called inductive systcmatization.

By way of further lllustratlon let us note here two cxplanatory arguments

5. For a fuller discussion of this point, see, for example, Nagel (1939, section 7), Reichen-
bach (1949, sections 63-67), Cramér (1946, Chapter 13).

6. The explanatory and predictive usc of statistical laws constitutes perhaps the most impor-
tant type of inductive systematization; but the occurrence of such laws among the premiscs is
not required by our general concept of inductive systematization. And indeced, as Carnap (1950,
Pp- 574-75) has pointed out, it is sometimes possible to make predictions of an inductive
character exclusively on the basis of information about a finite set of particular cases, without
the mediation of any laws whatever. For example, information to the effect that a large sample
of instances of P has been examined, that all of its clements have the characteristic Q, and that
a certain case x, not included in the sample, is an instance of P, will lend high inductive support
to the prediction that x, too, has the characteristic Q. Also, it is somctimes possible to basc an
inductive systematization on a sct of premises which include one or more strictly universal
statciuents, but no statistical laws. An example of such a systematization will be found in
Section 9, in the prediction based on the formulas (9.6)-(9.12).

Furtherimore, to be sure, neither S, nor S, can ever be established conclusively: they canonly
be more or less well supported by available evidence; cach of them thus has a more or less
high logical, or inductive, probability, relative to that evidence. But this again doces not affect
at all the fact that S, is of strictly universal and S, of statistical form.
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which are of the inductive kind just characterized. They are adduced by von
Mises in a statement to the effect that the everyday notion of causal explanation
will eventually adjust itself to changes in the logical form of scientific theories
(especially to the use of statistical probability statements as explanatory prin-
ciples): “We think,” von Mises says, that “people will gradually come to be
satisfied by causal statements of this kind: It is because the die was loaded that
the ‘six’ shows more frequently (but we do not know what the next number
will be); or: Because the vacuum was heightened and the voltage increased, the
radiation became more intense (but we do not know the precise number of
scintillations that will occur in the next minute).”” Clearly, both of these state-
ments can be construcd as inductivc cxplanations of certain physical phcnomena

characteristic: they “make ufg Qf general laws or gencral pnncnples either of
strictly universal or of statistical form. These general laws have the function
of establishing systematic connections among empirical facts in such a way that
with their help some empirical occurrences may be inferred, by way of explan-
ation, prediction, or postdiction, from other such occurrences. When, in an
explanation, we say that the event describcd by E occurred “because” of the
circumstances detailed in C,, C, . \» that phrase has significance if it can be
construed as referring to general laws whlch render C,, C,. .. C, relevant to
Eiin the sense that, granted the truth of the former, they make thc truth of the
latter either certain (as in a deductive systematization) or inductively probable
(as in an inductive systematization). It is for this reason that the establishment

of general laws is of crucial importance in the empirical sciences.

2. OBSERVABLES AND THEORETICAL ENTITIES

Scientific systematization_is ultimately..aimed at establishing explanatory
and predictive order among the bewilderingly complex “data” of our experience,
the szt can be “directly observed” by us. It is a remarkable fact,
therefore, that the greatest advances in scientific systematization have not been
accomplished by means of laws referring explicitly to observables, i.c., to things
and events which are ascertainable by direct obscrvatlon, but rather by means of
lﬂ\ﬁth\atsp;cak of various hypothetical, or thcoretical, entities, i.e., presumptive

objects, events, and attributes which cannot be perceived or otherwise directly
observed by us.

7. Mises (1951, p. 188). Whether it is advisable to refer to explanations of this kind as
causal is debatable: since the classical conception of causality is intimatcly bound up with
the idea of strictly universal laws connecting cause and effect, it might be better to reserve the
term ‘causal explanation’ for some of those explanatory arguments of form (1.1) in which all
the laws invoked are of strictly universal form.
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For a fuller discussion of this point, it will be helpful to refer to the familiar
rough distinction between two levels of scientific systematization: the level of
cmpirical generalization, and the level of theory formation.8 The early stages in the
development of a scientific discipline usually belong to the former level, which
is characterized by the search for laws (of universal or statistical form) which
establish connections among the directly observable aspects of the subject
matter under study. The more advanced stages belong to thesecond level, where
research is aimed at comprehensive laws, in terms of hypothetical entities,
which will account for the uniformities established on the first level. On the
first level, we find everyday physical generalizations such as ‘Where there is
light there is heat’, ‘Iron rusts in damp air’, “Wood floats on water, iron sinks in
it’; but we might assign to it also such more precise quantitative laws as Galileo’s,
Kepler’s, Hooke's, and Snell’s laws, as well as botanical and zoological general-
izations about the concomitance of certain observable anatomical, physical,
functional, and other characteristics in the members of a given species; general-
izations in psychology that assert correlations among diverse observable aspects
of learning, of perception, and so forth; and various descriptive generalizations
in economics, sociology, and anthropology. All these generalizations, whether
of strictly universal or of statistical form, purport to express regular connections
among directly observable phenomena, and they lend themselves, therefore, to
explanatory, predictive, and postdictive use.

On the second level, we encounter general statements that refer to electric,
magnetic, and gravitational ficlds, to molecules, atoms, and a variety of sub-
atomic particles; or to cgo, id, superego, libido, sublimation, fixation, and
transference; or to various not directly observable entities invoked in recent
learning theories.

In accordance with the distinction here made, we will assume that the (extra-
logical) vocabulary of empirical science, or of any of its branches, is divided into
two classes: observational terms and theoretical terms. In regard to an observatiopal
term it is possible, under suitable circumstances, to decide by means of direct
observation whether the term does or docs not apply to a given situation.

Observation may here be construed so broadly as to include not only per-
ception, but also sensation and introspection; or it may be limited to the per-
ception of what in principle is publicly ascertainable, i.e., perceivable also by
others. The subsequent discussion will be independent of how narrowly or
how liberally the notion of observation is construed; it may be worth noting,

8. Northrop (1947, Chapters Il and IV), for example, presents this distinction very sug-
gestively; he refers to the two levels as *“‘the natural history stage of inquiry’’ and *the stage
of deductively formulated theory.”” A lucid and concise discussion of the idea at hand will
be found in Feigl (1948).
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however, that empirical science aims for a system of publicly testable statements,
and that, accordingly, the observational data whose correct prediction 1 the
hallmark of a successful theory arc at least thought of as couched in terms whose
applicability in a given situation different individuals can ascertain with ugh
agrcement, MBz/nAxcans of dircct obscrvation. Statements which purport to des-
cﬁb;;;dmgs of measuring instruments, changes in color or odor accompanying
a chemical reaction, verbal or other kinds of overt behavior shown by a given
subject under specificd obscrvable conditions—these all illustrate the use of
intersubjectively applicable obscrvational terms.?

Theoretical terms, on the other hand, usually purport to refer to not directly
obscrvable cntitics and their characteristics; they function, in a manner soon
to be examined more closely, in scientific theories intended to explain empincal
gencralizations.

The preceding characterization of the two vocabularics is obviously vaguc;
it offers no precise criterion by means of which any scientific term may be un-
equivocally classificd as an obscrvational term or as a theoretical one. But go
such precise criterion is needed here; the questions to be examined in this essay
arc independent of preciscly where the dividing line between the terms of the
observational and the theoretical vocabularies is drawn.

3. WHY THEORETICAL TERMS?

The use of theorctical terms in scicnce gives rise to a perplexing problem:
Why should scicnce resort to the assumption of hypothetical entitics when it is
interested in establishing predictive and explanatory connections among ob-
servables: Would it not be sufficient for the purpose, and much less extravagant
at that, to search for a system of general laws mentioning only obscrvables, and
thus expressed in terms of the observational vocabulary alone?

Many gencral statements in terms of observables have indecd been formu-
lated; they constitute the empirical generalizations mentioned in the preceding

9. In his essay on Skinner’s analysis of lcarning (in Estes et al. 1945), Verplanck throws
an illuminating sidelight on the importance, for the obscrvational vocabulary (the terms
of the data-language, as he calls it), of high uniforniity of usc among different experimenters.
Verplanck argues that while much of Skinner’s data-language is sound in this respect, it is “*con-
taminated” by two kinds of term that are not suited for the description of objective scientific
data. The first kind includes terms “that cannot be successfully used by many others™ ; the second
kind includes certain terms that should properly be treated as higher-order theoretical ex-
pressions.

The nonprecise and pragmatic character of the requirement of intersubjective uniformity
of usc is nicely reflected in Verplanck’s conjecture *“‘that if one were to work with Skinner, and
read his records with him, he would find himself able to make the same discriminations as
does Skinner and hence eventually give some of them at least data-language status™ (loc. cir..
p. 279n).
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section. But, vexingly, many if not all of them suffer from definite short-
comings: they usually have a rather limited range of application; and even
within that range, they have exceptions, so that actually they are not true general
statcments. Take for example, one of our earlier illustrations:

(3.1) Wood floats on water; iron sinks in it.

This statement has a narrow range of application in the sense that it refers only
to wooden and iron objects and concerns their floating behavior only in regard
to water.!® And, what is even more serious, it has exceptions: certain kinds of
wood will sink in water, and a hollow iron sphere of suitable dimensions will
float on it.

As the history of science shows, flaws of this kind can often be remedied by
attributing to the subject matter under study certain further characteristics
which, though not open to direct observation, are connected in specified ways
with its observable aspects, and which make it possible to establish systematic
connections among the latter. For example, a generalization much more satis-
factory than (3.1) is obtained by means of the concept of the specific gravity of
a body x, which is definable as the quotient of its weight and its volume:

(3.2) Def.  s(x)=w(x)/v(x)

Let us assume that w and v have been characterized operationally, i.e., in terms
of the directly observable outcomes of specified measuring procedures, and
that therefore they are counted among the observables. Then s, as determined
by (3.2), might be viewed as a characteristic that is less directly observable;
and, just for the sake of obtaining a simple illustration, we will classify s as a
hypothetical entity. For s, we may now state the following generalization, which
is a corollary of the principle of Archimedes:

(3.3) A solid body floats on a liquid if its specific gravity is less than that of the
liquid.

This statement avoids, first of all, the exceptions we noted above as refuting

(3-1); it predicts correctly the behavior of a piece of heavy wood and of a hollow

iron sphere. Morcover, it has a much wider scope: it refers to any kind of solid

object and concerns its floating bchavior in regard to any liquid. Even the new

10. It should be mentioned, however, that the idea of the range of application of a general-
ization is here used in an intuitive sense which it would be difficult to explicate. The range of
application of (3.1), for example, might plausibly be heid to be narrower than here indicated:
it might be construed as consisting only of wooden-objects-placed-in-water and iron-objects-
placed-in-water. On the other hand, (3.1) may be cquivalently restated thus: Any object
whatever has the two propertics of cither not being wood or floating on water, and of either
not being iron or sinking in water. In this form, the gencralization might be said to have the
largest possible range of application, the class of all objects whatsoever.
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gencralization has certain limitations, of course, and thus invites further im-
provement. But instead of pursuing this process, let us now examine more
closely the way in which a systematic connection among observables is achieved
by the law (3.3), which involves a detour through the domain of unobservables.

Suppose that we wish to predict whether a certain solid object b will float
ona given body / of liquid. We will then first have to ascertain, by appropriate
operational procedures, the weight and the volume of b and [. Let the results of
these mcasurements be expressed by the following four statements O,, O,, O,, Oy:

O:  w(b)=w; O,: v(b)=v,
(34)
O;:  w()=w,; O,: v()=v,

where w,, w,, v,, v,, arc certain positive real numbers. By means of the definition
(3.2), we can infer, from (3.4), the specific gravities of b and I:
(35) s(b) = wy/vy; s(l) = wyfvy
Suppose now that the first of these values is less than the second; then (3.4), via
(3.5) implies that
(3.6) s(b) <s(D
By means of the law (3.3), we can now infer that
(3.7) bfloatson!
This sentence will also be called Oj. The sentences O,, O,, O, O,, O then share
the characteristic that they are expressed entircly in terms of the observational
vocabulary; for on our assumption, ‘w’ and ‘v’ are observational terms, and so
are ‘b’ and ‘I', which name certain observable bodies; finally, ‘floats on’ is an
obscrvational term because under suitable circumstances, direct observation
will show whether a given observable object floats on a given observable liquid.
On the other hand, the sentences (3.2), (3.3), (3.5), and (3.6) lack that character-
istic, for they all contain the term ‘s’, which, in our illustration, belongs to the
theorctical vocabulary.

The systematic transition from the “observational data” listed in (3.4) to
the prediction (3.7) of an observable phenomenon is schematized in the accom-
panying diagram. Here, an arrow represents a deductive inference; mention,

(3.2
8‘2} ———)> s(b) = vyfw,

(3.3)

3.8 — s(b) < s() ——
(3.8) o (32) (b) s()) Og
sl ,s()= volws
O,
{ | | |
Data described Systcmatic connection effected by statements Prediction
in terms of making rcference to nonobservables in terms of

observables observables
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above an arrow, of a further sentence indicates that the deduction is effected by
means of that sentence, i.e., that the conclusion stated at the right end follows
logically from the premises listed at the left, taken in conjunction with the
sentence mentioned above the arrow. Note that the argument just considered
illustrates the schema (1.1), with O,, O,, O,, O, constituting the statements of
particular facts, the sentences (3.2) and (3.3) taking the place of the general laws,
and Oy that of E

Thus, the assumption of nonobservable entities serves the purposes of system-
atization: it provides connections among observables in the form of laws con-
taining theoretical terms, and this detour via the domain of hypothetical entities
offers certain advantages, some of which were indicated above.

In the case of our illustration, however, brief reflection will show that the
advantages obtained by the “thcoretical detour” could just as well have been
obtained without ever resorting to the usc of a theoretical term. Indeed, by virtue
of the definition (3.2), the law (3.3) can be restated as follows:

(3.3). A solid body floats on a liquid if the quotient of its weight and its volume
is less than the corresponding quotient for the liquid.

This alternative version clearly shares the advantages we found (3.3) to have
over the crude generalization (3.1); and, of course, it permits the deductive
transition from Oy, O,, Oy, O, to Oj just as well as does (3.3) in conjunction with
(3.2).

The question arises therefore whether the systematization achieved by
general principles containing theoretical terms can always be duplicated by
means of general statements couched exclusively in observational terms. To
prepare for an examination of this problem, we must first consider more closely
the form and function of a scientific theory.

4. STRUCTURE AND INTERPRETATION OF A THEORY

Formally, a scientific theory may be considered as a set of sentences expressed
- - —— o

11. Since (3.2) was presented as a definition, it might be considered inappropriate to include
it among the general laws effecting the predictive transition from O,, O,, Oy, O, to O;. And
indeed, it is quite possible to construc the concept of logical deduction as appliced to (1.1) in
such a way that it includes the use of any definition as an additional premise. In this case,
(3.3) is the only law invoked in the prediction here considered. On the other hand, it is also
possiblc to treat sentences such as (3.2), which are usually classified as purcly definitional, on a
par with other statements of universal form, which are qualified as gencral laws. This view is
favored by the consideration, for example, that when a theory conflicts with pertinent empirical
data, it is somctimes the “‘laws’ and sometimes the *“definitions’ that arc modified in order to
accommodate the evidence. Our analysis of deductive systematization is ncutral with respect
to this issue.
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in terms of a specific vocabulary. The vocabulary, Vi, of a theory T will be
understood to consist of the extralogical terms of T, i.e., those which do not
belong to the vocabulary of pure logic. Usually, some of the terms of V. are
defined by means of others; but, on pain of a circle or an infinite regress, not all
of them can be so defined. Hence, I may be assumed to be divided into two
subsets: primitive terms—those for which no definition is specified—and defined
termsAnalogously, many of the sentences of a theory are derivable from others
by means of the principles of deductive logic (and the definitions of the defined
terms); but, on pain of a vicious circle or an infinite regress in the deduction,
not all of the theoretical sentences can be thus established. Hence, the set of
sentences asserted by T falls into_two subsets: primitive sentences, or.postulates
(also _called _axioms), and “derivative sentences, or theorems. Henceforth, we will
assume that theories are stated in the form of axiomatized systems as here des-
cribed; i.e., by listing, first the primitive and the derivative terms and the defini-
tions for the latter, second, the postulates. In addition, the theory will always
be thought of as formulated within a linguistic framework of a clearly specified
logical structure, which determines, in particular, the rules of deductive inference.

The classical paradigms of deductive systems of this kind are the axiomati-
zations of various mathematical theories, such as Euclidean and various forms
of non-Euclidean geometry, and the theory of groups and other branches of
abstract algebra;!? but by now, a number of theories in empirical science have
likewise been put into axiomatic form, or approximations thereof; among them,
parts of classical and relativistic mechanics,'® certain segments of biological
theory! and some theoretical systems in psychology, especially in the field of

lcaming ;5 in economic theory, the concept of utility, among others, has received
axiomatic treatment.'

12. A lucid elementary discussion of the nature of axiomatized mathematical systems
may be found in Cohen and Nagel (1934), Chapter VI; also reprinted in Feigl and Brodbeck
(1953). For an analysis in a similar vein, with special cinphasis on geometry, see also Hempel
(1945). An excellent systematic account of the axiomatic method is given in Tarski (1941, Chap-
ters VI-X) ; this presentation, which makes usc of some concepts of clementary symbolic logic,
as developed in earlier chapters, includes several simple illustrations from mathematics. A
careful logical study of deductive systems in empirical science with special attention to
the role of theoretical terms, is carried out in the first three chapters of Braithwaite (1953)
and a logically more advanced exposition of the axiomatic method, coupled with applications
to biological theory, has been given by Woodger, especially in (1937) and (1939).

13. See, for example, Hermes (1938) ; Walker (1943-1949), McKinsey, Sugar, and Suppes
(1953); McKinscy and Suppes (1953), Rubin and Suppes (1953), and the further references
given in these publications. An important pioneer work in the field is Reichenbach (1924).

14, See expecially Woodger (1937) and (1939).

15. Sce for example, Hull et al. (1940).

16. For example, in von Neumann and Morgenstern (1947), Chapter III and Appendix.
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If the primitive terms and the postulates of an axiomatized system have been
specified, then the proof of theorems, i.e., the derivation of further sentences
from the primitive ones—can be carried out by means of the purely formal
canons of deductive logic, and thus, without any reference to the meanings of
the terms and sentences at hand; indeed, for the deductive development of an
axiomatized system, no meanings need be assigned at all to its expressions,
primitive or derived.

However, a deductive system can function as a theory in empirical science
only if it has been given an interpretation by reference to empirical phenomena.

We may think of such interpretation as bcmg effected by the specification of a
scmtwe sentences, which connect certain terms of the theoretical
vocabulary with observational terms.}” The character of these sentences will
be examined in detail in subsequent sections; at present it may be mentioned
as an example that interpretative sentences might take the form of so-called
operational definitions, i.c., of statements specifying the meanings of theoretical
terms with the help of obscrvational ones; of special importance among these
are rules for the measurement of theoretical quantities by reference to observ-
able responses of measuring instruments or other indicators.

The manner in which a theory establishes explanatory and predictive con-
nections among statements couched in observational terms can now be illus-
trated in outline by the following example. Suppose that the Newtonian theory
of mechanics is used to study the motions, under the exclusive influence of their
mutual gravitational attraction, of two bodies, such as the components of a
double-star system, or the moon and a rocket coasting freely 100 miles above
the moon’s surface. On the basis of appropriate observational data, each of the
two bodies may be assigned a certain mass, and, at a given instant t,, a certain
position and velocity in some specified frame of reference. Thus, a first step is
taken which leads, via interpretative sentences in the form of rules of measure-
ment, from certain statements O;, O, ... O, which describe observable in-

17. Statements effecting an empirical interpretation of theoretical terms have been
discussed in the methodological literature under a varicty of names. For example, Reichenbach,
who quite carly emphasized the importance of the idea with special reference to the relation
between pure and physical gecometry, speaks of coordinative definitions (1928, section 4; also
1951, Chapter VIII); Campbell [1920, Chapter VI; an excerpt from this chapter is reprinted
in Feigl and Brodbeck (1953)] and Ramscy (1931, pp. 212-36) assume a dictionary connecting
theoretical and empirical terms. (Sce also Section 8 below). Margenau (1950, especially
Chapter 4) speaks of rules of correspondence, and Carnap (1956) has likewise used the gencral term
‘correspondence rules.’ Northrop's cpistemic correlations (1947, especially Chapter VII) may be
viewed as a special kind of interpretative statements. For a discussion of interpretation as a
semantical procedure, sce Carnap (1939, sections 23, 24, 25), and Hutten (1956, especially
Chapter II). A fullerdiscussion of interpretative statements is included in sections 6, 7, 8 of the
present essay.
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strument readings, to certain theoretical statements, say H;, H, ... Hg, which
assign to each of the two bodies a specific numerical valuc of the theoretical
quantities mass, position, and velocity. From these statements, the law of gravi-
tation, which is couched entirely in theoretical terms, leads to a further theoretical
statement, H,, which specifies the force of the gravitational attraction the two
bodies cxert upon each other at ¢t5; and H, in conjunction with the preceding
theoretical statements and the laws of Newtonian mechanics implies, via a
deductive argument involving the principles of the calculus, certain statements
Hy, H,, H,y, H,;, which give the positions and velocites of the two objects at
aspecified later time, say ¢,. Finally, use in reverse of the interpretative sentences
leads, from the last four theoretical statements, to a set of sentences O, O, . . .
O’'m, which describe observable phenomena, namely, instrument readings
that are indicative of the predicted positions and velocities.

By means of a schema analogous to (3.8), the procedure may be represented
as follows:

R G
@4.1) {0, 0,...0,}—>{H,, H,...Hs} —>{Hy, H,...Hs, Hy}
LM R .~ ,
—> {Ha- an Hw: Hu}—-’{o 1 0] IR O m}

Here, R is the set of the rules of measurement for mass, position, and velocity;
these rules constitute the interpretative sentences; G is Newton’s law of gravi-
tation, and LM are the Newtonian laws of motion.

In reference to psychology, similar schematic analyses of the function of
theorics or of hypotheses involving “intervening variables” have repeatedly
been presented in the methodological literature.1® Here, the observational data
with which the procedure starts usually concern certain observable aspects of
an initial state of a given subject, plus certain observable stimuli acting upon the
latter; and the final observational statements describe a response made by the
subject. The theoretical statements mediating the transition from the former
to the latter refer to various hypothetical entities, such as drives, reserves,
inhibitions, or whatever other not directly observable characteristics, qualities,
or psychological states are postulated by the theory at hand.

5. THE THEORETICIAN’S DILEMMA

The preceding account of the function of theories raises anew the problem
encountered in section 3, namely, whether the theoretical detour through a
domain of not directly observable things, events, or cha.ractensncs cannot be

18. A lucid and concise presentation may be found, for example, in Bergmann and Spence
(1941).
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entirely avoided. Assume, for example, that—as will often be the case—the
interpretative sentences as well as the laws asserted by the theory have the form
of equations which connect certain expressions in terms of theoretical quantities
either with other such expressions, or with expressions in terms of observable
quantities. Then the problem can be stated in Hull’s succinct formulation: “If
you have a secure equational linkage extending from the antecedent observable
conditions through to the consequent obscrvable conditions, why, even though
to do so might not be positively pernicious, use several equations where one
would do?”? Skinner makes the same point in more general form when he
criticizes the construction, in psychological theories, of causal chains in which a
first link consisting of an observable and controllable event is connected with
a final (“third”) one of the same kind by an intermediate link which usually is
not open to observation and control. Skinner argues: *“Unless there is a weak
spot in our causal chain so that the second link is not lawfully determined by the
first, or the third by the second, then the first and third links must be lawfully
related. If we must always go back beyond the second link for prediction
and control, we may avoid many tiresome and exhausting digressions by exam-
ining the third link as a function of the first.”’2°

The conclusion suggested by these arguments might be called the paradox

of thconzmg It asserts that if the terms and the general prmcnplcs of a scientific

theory scrve their purpose, i.e., if they establish definite connections among
obscrvabri)»hznomcna then they can be dispensed with since any chain of laws
and interpretative statcments establishing such a_connection should then be
replaceable by a law which directly links observational antecedents to obser-
vational consequents.

By adding to this crucial thesis two further statements which are obviously

true, we obtain the premises for an argument in the classical form of a dilemma:

(5.1) If the terms and principles of a theory serve their purpose they are un-
necessary, as just pointed out; and if they do not serve their purpose they
are surely unnecessary. But given any theory, its terms and principles
cither serve their purpose or thcy do not. Hence, the terms and principles

of any theory are unnecessary.

This argument, whose conclusion accords well with the views of extreme
methodological behaviorists in psychology, will be called the theoretician’s
dilemma.

However, before yielding to glee or to gloom over the outcome of this
argument, it will be well to remember that the considerations adduced so far

19. Hull (1943, p. 284).
20. Skinner (1953, p. 35).
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in support of the crucial first premise were formulated rather sketchily. In order
to form a more careful judgment on the issue, it will therefore be necessary to
inquire whether the sketch can be filled in so as to yield a cogent argument. To
this task we now turn.

6. OPERATIONAL DEFINITIONS AND REDUCTION SENTENCES

It will be well to begin by considering more closely the character of inter-
pretative sentences. In Wse such a sentence could be an explicit
definition of a theoretical expression in terms of observational ones, as illustrated
by (3.2). In this case, the theoretical term is unnecessary in the strong sense that
it can always be avoided in favor of an observational expression, its definiens.
If all the primitives of a theory T are thus defined, then clearly T can be stated
entirely in observational terms, and all its general principles will indeed be laws
that directly connect observables with observables.

This would be true, in particular, of any theory that meets the standards of
operationism in the narrow sensc that each of its terms is introduced by an explicit
definition stating an observable response whose occurrence is necessary and
sufficient, under specified observable test conditions, for the applicability of the
term in question. Suppose, for example, that the theoretical term is a one-place
predicate, or property term, ‘Q’. Then an operational definition of the kind
Just mentioned would take the form

(6.1) Def. Qx = (Cx D Ex)

ie., an object x has (by definition) the property Q if and only if it is such that if
it is under test conditions of kind C then it exhibits an effect, or response, of
kind E. Tolman’s definition of expectancy of food provides an illustration:
“When we assert that a rat expects food at L, what we assert is that if (1) he is
deprived of food, (2) he has been trained on path P, (3) he is now put on path P,
(4) path P is now blocked, and (5) there are other paths which lead away from
path P, one of which points directly to location L, then he will run down the
path which points directly to location L.”2! We can obtain this formulation by
replacing, in (6.1), ‘Ox’ by ‘rat x expects food at location L’, ‘Cx’ by the con-
junction of the conditions (1), (2), (3), (4), (5) for rat x, and ‘Ex’ by ‘x runs down
the path which points directly to location L’.

However, as has been shown by Carnap in a now classical argument,?? this
manner of defining scientific terms, no matter how natural it may seem, en-

21. Tolman, Ritchic, and Kalish (1946, p. 15). See the detailed critical analysisof Tolman's
characterization of expectancy in MacCorquodale and Mechl (1945, pp. 179-81).
22. See Carnap (1936-37), section 4.
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counters a serious difficulty. For on the standard extensional intcrpretation, a
conditional sentence, such as the definiens in (6.1), is false only if its antecedent
is true and its consequent false. Hence, for any object which does not satisfy
the test conditions C, and for which therefore the antecedent of the definiens is
false, the definiens as a whole is true; consequently, such an object will be
assigned the property Q. In terms of our illustration: of any rat not exposed to
the conditions (1)-(5) just stated, we would have to say that he expected food
at L—no matter what kind of behavior the rat might exhibit.

One way out of this difficulty is suggested by the following consideration.
In saying that a given rat expects food at L, we intend to attribute to the animal
a state or a disposition which, under circumstances (1)-(5), will cause the
rat to run down the path pointing directly to L; hence, in a proper operational
definition, E must be tied to C nomologically, i.e., by virtue of general laws of
the kind expressing causal connections. The extensional ‘if...then... —
which requires neither logical nor nomological necessity of connection—
would therefore have to be replaced in (6.1) by a stricter, nomological counter-
part which might be worded perhaps as ‘if . . . then, with causal necessity, . ...
However, the idea of causal or of nomological necessity here invoked is not
clear enough at present to make this approach seem promising.?

Carnap™ has proposed an alternative way of meeting the difficulty encoun-
tered by definitions of the form (6.1); it consists in providing a partial rather
than a complete specification of meaning for ‘Q’. This is done by means of
so-called reduction sentences; in the simplest case, (6.1) would be replaced by
the following bilateral reduction sentence:

(6.2) Cx>(Qx=Ex)

This sentence specifics that if an object is under test conditions of kind C, then
it has the property Q just in case it exhibits a response of kind E. Here, the use
of extensional connectives no longer has the undesirable aspects it exhibited in
(6.1). Ifan objectis not under test conditions C, then the entire formula (6.2) is true
of it, but this implies nothing as to whether the object does, or does not, have the
property Q. On the other hand, whilc (6.1) offers a full explicit definition of ‘Q’,
(6.2) specifics the meaning of ‘Q’ only partly, namely, for just those objects that
meet condition C; for those which do not, the meaning of ‘Q’ is left unspecified.

23. On this point, and on the general problem of explicating the conceptof a law of
nature, sec Braithwaite (1953), Chapter 1X; Burks(1951) ; Carnap (1956), section 9; Goodman
(1955); Hempel and Oppenheim (1948), Part 11I; Reichenbach (1954).

24. Inhis theory of reduction sentences, developed in Carnap (1936-37). There is a question,
however, whether certain conditions which Carnap imposes upon reduction sentences do
not implicitly invoke causal modalities. On this point, sec Hempel (1963), section 3.
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In our illustration, (6.2) would specify the meaning of ‘x expects food at L’ only
for rats that mect conditions (1)-(5); for them, running down the path which
points to L would be a necessary and sufficient condition of food expectancy.
In referencc to rats that do not meet the test conditions (1)~(5), the meaning of
‘x expects food at L’ would be left open; it could be further specified by means
of additional reduction sentences.

In fact, it is this interpretation which is indicated for Tolman’s concept of
food expectancy. For while the passage quoted above seems to have exactly the
form (6.1), this construalis ruled out by the following sentence whichimmediately
follows the one quoted earlier: “When we assert that he does not expect food
at location L, what we assert is that, under the same conditions, he will not run
down the path which points directly to location L.”” The total interpretation
thus given to ‘rat x expects food at L’ is most satisfactorily formulated in terms
of a sentence of the form (6.2), in the manner outlined in the preceding para-
graph.®

As this example illustrates, reduction sentences offer a precise formulation of
the intent of operational defir definitions. By By expressing the latter as mercly partial
specifications of meaning, they treat theoretical concepts as “open”; and the
provision for a set of different, and mutually supplementary, reduction sen-
tences for a given term reflects the availability, for most theoretical terms, of
different operational criteria of application, pertaining to different contexts.?

However, while an anjwmon sentences construes theor-
ctical terms as not fully defined by reference to observables, it does not prove
that a full explicit definition in observational terms cannot be achieved for theor-
etical cxpressions. And indeed, it scems questionable whether a proof to this
cffect could even be significantly asked for. The next section deals with this
issue in some detail.

7. ON THE DEFINABILITY OF THEORETICAL TERMS BY MEANS
OF AN OBSERVATIONAL VOCABULARY

The first, quitc general, point to be made here is this: a definition of any
term, say ‘v’, by mcans of a set I of other terms, say ‘v;’, ‘v,’ ... v, has to
specify a necessary and sufficient condition for the applicability of ‘v’, expressed
in terms of some or all of the members of V. And in order to be able to judge
whether this can be donc in a given case, we will have to know how the terms

25. And in fact, the total specification of mcaning cffected by the passages quoted is then
summarized by the authors in their “definition” DF II, which has exactly the form (6.2) of
a bilateral reduction sentence for ‘rat x expects food at L'. [Tolman, Ritchie, and Kalish (1946,
p.15)]

26. For a fuller discussion, see Carnap (1936-37), section 7 and (1956), section 10.
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under consideration are to be understood. For example, the vocabulary con-
sisting of the terms ‘male’ and ‘offspring of * permits the formulation of a necessary
and sufficient condition of application for the term ‘son of” in its biological, but
not in its legal sense. How the given terms are to be understood can be indicated
by specifying a set U of sentences which are to be considered as true, and which
connect the given terms with each other and perhaps with other terms. Thus,
U will be a set of sentences containing ‘v, ‘vy’ . .. ‘v’ and possibly also other
extralogical constants. For example, in the case of the biological use of the terms
‘son’, ‘male’, and ‘offspring’, in reference to humans, the following set of sentences
—let us call it U;—might be given: ‘Every son is male,” ‘No daughter is male,’
‘x is an offspring of y if and only if x is a son or a daughter of y’.

Generally, the sentences of U specify just what assumptions are to be made,
in the search for a definition, concerning the concepts under consideration; and
the problem of definability now turns into the question whether it is possible
to formulate, in terms of vy, v,... v, a condition which, in virtue of the assumptions
included in U, will be both necessary and sufficient for v. Thus, using an idea set
forth and developed technically by Tarski,?” we sce that the concept of defina-
bility of ‘v’ by means of *’;, ‘v,’ ... ‘v’ acquires a precise mcaning only if it
is explicitly relativized by reference to a set U of specifying assumptions. That
precise meaning may now be stated as follows:

(7.1) ‘v’ isdefinable by means of the vocabulary V' = {*v,’,‘v,’, . . ., v’} relative
to a finitc set U of statements containing, at lcast, ‘v’ and all the elements of V
if from U there is deducible at least one sentence stating a necessary and sufficient
condition for v in terms of no other extralogical constants than the members of V.

If all the terms under study are one-place predicates of the first order, for
example, then a sentence of the required kind could most simply be stated in
the form

(72) v(x)=D(x, vy, vs ..o 1) ,

where the expression on the right-hand side stands for a sentential function whose
only free variable is ‘x’, and which contains no cxtralogical constant other than
those included in V.

Similarly, in the case of our illustration, the sct U specified above implies
the statement:

x is a son of y = (x is male and x is an offspring of y)

so that, relative to Uy, ‘son’ is dcfinable as ‘male offspring’.

27. Sece Tarski (1935), especially pp. 80-83.
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A definition that is not simply a convention introducing an abbreviatory
notation (such as the convention to let ‘x®" be short for ‘x-x-x.x.x’) 1s usually
considered as stating the synonymy of two expressions, or, as it is often put, the
identity of their meanings. Now the question of the definability of a given term
‘v’ by means of a set V of other terms surcly is not simply onc of notatonal
fiar; and indeed it will normally be construed as concerning the possibility of
expressing the meaning of the term ‘v’ by reference to the meanings of the mem-
bers of V. IF this conception is adopted, then naturally the information needed
to answer the question of definability will concern the meanings of *v* and of the
members of V; accordingly, the statements in U which provide this information
will then be required not simply to be true, but to be analytic, i.c., true by virtue
of the intended meanings of the constituent terms. In this casc, the statements in
U would have the character of meaning postulates in the sensc of Kemeny and
Carnap.28

But in a study of the definability of theoretical expressions by means of
observational terms, it is neither necessary nor even advisable to construc defin-
ition in this intensional manner. For, first of all, the idea of mcaning, and related
notions such as those of analyticity and synonymy, are by no means as clear as
they have long been considered to be,?® and it will be better, therefore, to avoid
them when this is possible.

Secondly, even if those concepts are accepted as clearly intelligible, the
definability of a theoretical term still cannot be construed exclusively as the
existence of a synonymous expression containing only observational terms: it
would be quite sufficient if a coexgensive (rather than a strictly cointensive, or
synonymous) expression in thrvables were forthcoming. For such
an expression would represent an empirically necessary and sufficient obser-
vational condition of applicability for the theorstical term; and this is all that
is required for our purposes. In fact, the sentence stating the coextensiveness in
question, which might have the form (7.2) for example, can then be given the
status of a truth-by-definition, by a suitable reformalization of the theory at
hand.

It is of interest to note here that a necessary and sufficient observational con-
dition for a theoretical term, say ‘Q’, might be inductively discovered even if
only a partial specification of the meaning of ‘Q’ in terms of observables were

28 Sec Kemeny (1951) and (1952); Carnap (1952).

29. On this point, see especially Quine (1951); Goodman (1949); White (1950) and (1956,
Part II). The significance of the notion of analyticity in special reference to theoretical state-
ments is critically examined, for example, in Pap (1953) and (1955) and in Hempel (1963).
Arguments in defense of concepts such as analyticity and synonymy are advanced in the follow-
ing articles, among others: Carnap (1952), (1955); Grice and Strawson (1956) ; Martin (1952);
Mates (1951); Wang (1955).
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available. Suppose, for example, that a set of alternative conditions of appli-
cation for ‘Q’ has been specified by means of bilateral reduction sentences:

(7.3) Cx> (Qx =Eyx)
Cxx D (Qx = Exx)

DI I I S S S

CxD (Qx=Ey)

where all predicates except ‘Q’ are observational. Suppose further that suitable
investigations lead to the following empirical generalizations:

(7.4) Cx > (Ox =Ex)
Cyx D (Ox = E,x)

where ‘Ox’ stands for a sentential function in ‘x” which contains no nonobser-
vational extralogical terms. These findings, in combination with (7.3), would
inductively support the hypothesis

(7.5) Qx=Ox

which presents a necessary and sufficient observational condition for Q. How-
ever, (7.5) even if true (its acceptance involves the usual “inductive risk”) clearly
docs not express a synonymy; if it did, no empirical investigations would be
needed in the first place to establish it. Rather, it states that, as a matter of empirical
fact, ‘O’ is coextensive with ‘Q’, or, that O is an empirically necessary and suffi-
cient condition for Q. And if we wish, we may then imagine the theory-plus-
interpretation at hand to be thrown into the form of a deductive system in which
(7.5) becomes a definitional truth, and (7.3) assumes the character of a set of
empirical statements cquivalent to those listed in (7.4). '

It might be mentioned here in passing that a similarly broad extensional
interpretation of dcfinability is called for also in the context of the problem
whether a given scientific discipline, such as psychology, can be “reduced” to
another, such as biology or cven physics and chemistry.3® For one component
of this problem is the question whether the terms of the first discipline can be
defined by means of those of the latter; and what is wanted for this purpose is
again a set of empirical hypotheses providing for cach psychological term a neces-

30. On the problem of “reducing” the concepts of onc discipline to those of another,
the following publications have important bearings: Nagel (1949) and (1951); Woodger
(1952, pp. 271ff); Kemeny and Oppenheim (1956).
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sary and sufficient condition of application expressed in the vocabulary of biology,
or of physics and chemistry.

When we say, for example, that the concepts of the various chemical
clements are definable in physical terms by a characterization of the specific
ways in which their molecules arc composed of clementary physical particles,
we are clearly referring to results of experimental research rather than of a mere
analysis of what is meant by the terms naming the various clements. If the latter
were the case, it would be quite incomprehensible why the problems pertaining
to the dcfinability of scientific terms should present any difficulty, and why they
should be the objects of much conjecture and controversy.

The preceding considerations have important implications for our question
whether all theoretical terms in empirical science can be defined in terms of
obsggi_slcs First of all, they show that the _question as stated is clhptlcal to
complete it, we have to specify some set U of statements as referred to in (7.1).
What set could reasonably be chosen for this purpose: One natural choice would
be the set of all statements, in theoretical or observational terms, that are accepted
as presumably true by contemporary science. Now, this pragmatic-historical
characterization is by no means precise and unambiguous; there is a wide border
arca containing statements for which it cannot be clearly determined whether
they are accepted by contemporary science. But no matter how the claims of

these border-arca statements  are ad_]udlcatcd and no matter whcrc—w1thm
it is at lcast an open question whether the set of presently accepted scientific
statcments | nnphcs for every theoretical term a necessary and sufficient condition
of app _Eg_b.ll_lliy in_terms of observables. Certainly those who have asserted
such dcfinability have not supportcd their claim by actually deducing such
conditions, or by presenting cogent general reasons for the possibility of
doing so.

There is another way in which the claim of definability may be construed,
namely as the asscrtion that as our scientific knowledge becomes more compre-
hensive, it will eventually be possible to deduce from it necessary and sufficient
conditions of the required kind. (This is the sense in which definability is usually
understood by thosc who claim the eventual definability of the concepts of
psychology in terms of those of biology or of physics and chemistry; for that
all the requisite definition statements—even in an extensional, empirical sense—
cannot be deduced from current psychological, biological, physical, and chemi-
cal principles scems clear.3) But to assert definability of a theoretical term in
this sensc is to make a twofold claim: first, that the term in question will not

31. This point is discussed more fully in Hempel (1951).
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be abandoned in the further development of scientific theorizing; and second,
that general laws will be discovered which establish certain necessary and
sufficient conditions, expressible in observational terms, for the applicability
of the theoretical term at hand. Clearly, the truth of these claims cannot be
established by philosophic arguments, but at best by the results of further
scientific research.

Despite the precariousness of the problem, various claims and counterclaims
have been advanced by philosophers of science and by methodologically in-
terested scientists concerning the possibility of defining theoretical terms by
reference to observables.

Some among the philosophers have simply urged that nothing short of
explicit definition in terms of a vocabulary that is clearly understood can provide
an acceptable method of introducing new terms into the language of science;
and the argument supporting this view is to the effect that otherwisc the new
terms are not intelligible,? To this question we will return later. The protagonists
of this view do not make an assertion, then, about the actual definability of
the theoretical terms used in contemporary empirical science; rather, they stress
the importance of clarifying the ideas of science by restating them, as far as
possible, in a language with a clear and simple logical structure, and in such a
way as to introduce all theoretical terms by means of definitions.

Other writers have argued, in effect, that scientific theories and the way in
which they function have certain pervasive logical or methodological character-
istics which are not affected by changes in scientific knowledge, and by reference
to which the question as to the definability of theoretical terms can be settled
without examining all the statements accepted by contemporary science or wait-
ing for the results of further research.

An example of this type of procedure is provided by Carnap’s argument,
referred to in the beginning of section 6 above, which shows that definitions
of the form (6.1) cannot serve to introduce scientific concepts of the kind they
are meant to specify. The argument is limited, however, in the sense that it does
not show (and does not claim to show) that an explicit definition of theoretical
terms by means of observational ones is generally impossible.

More recently,® Carnap has extended his examination of the problem in
the following direction. Suppose that a given object, b, exhibits this kind of

32. One writer who is impelled by his “philosophical conscience” to take this view is
Goodman (see 1951, Chapter I; 1955, Chapter II, scction 1). A similar position was taken
by Russell when he insisted that physical objects should be conceived as ““logical constructions’
out of sense-data, and thus as dcfinable in terms of the latter (see, for example, 1929, Chapter
VII).

33. See Carnap (1956), especially sections 9, 10.
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lawful behavior: whenever b is under conditions of a certain observable kind C,
then it shows a response of a specified observable kind E. We then say that b has
the disposition to react to C by E; let us call this dispositional property Q for
short. Clearly, our earlier discussion in section 6 concerns the problem of precisely
defining ‘Q’intermsof ‘C’and ‘E’; we noted there, following Carnap, that we will
either have to resign ourselves to a partial specification of meaning for ‘Q" by
means of the bilateral reduction sentence (6.2); or, if we insist on an explicit
complete definition, we will have to use nomological modalities in the
definiens.

But no matter which of these alternative courses is chosen, the resulting
disposition term ‘Q’ has this characteristic: if a given object b is under condition
C and fails to show response E, or briefly, if Cb but ~EDb, then this establishes
conclusively that b lacks the property Q, or briefly that ~Qb. This characteristic,
Carnap argues, distinguishes “‘pure disposition terms,” such as ‘Q’, from the

theoretical terms used in science; for_though the latter are conncctcd with the
observational vocabulary by certain interpretative sent scntcnccs—Camap p calls
them C-rules—those rules will not, in general, permit a set of observational data

(such as Cb' and C~EV abovc) to cousntute concluslvc evidence for or against

for this assertion. First, thmrpretanvc sentences for a glvcn theoretical term
provide an observational intcrpretation only within a certain limited range;
thus, for example, in the case of the theoretical term ‘mass’, no C-rule is directly
applicable to a sentence S, ascribing a certain value of mass to a given body, if
the value is either so small that the body is not directly observable or so large
that the observer cannot “manipulate the body.”3

Sccondly, a direct observational intcrpretation for a theoretical term always
involves the tacit understanding that the occurrence or absence of the requisite
obscrvable response in the specified test situation is to serve as a criterion only
if there are no disturbing factors, or, provided that “the environment is in a
normal state.””% Thus, for example, a rule of correspondence might specify the
deflection of a magnetic ncedle as an observable symptom of an electric current
in a ncarby wirc, but with the tacit understanding that the response of the needle
is to count only if there are no disturbing factors, such as, say, a sudden magnetic
storm.

Generally, then, Carnap holds that “if a scientist has decided to use a certain
term ‘M’ in such a way, that for certain sentences about M, any possible ob-
scrvational results can never be absolutely conclusive evidence but at best

34. Carnap (1956), section 10.
35. Carnap (1950), section 10.
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evidence yielding a high probability,” then the appropriate place for ‘M’ is in
the theoretical vocabulary.?

Now we should note, first of all, that if Carnap’s arguments are sound, they
establish that the theoretical terms of scicnce cannot be construed as pure dis-
position terms, and thus even if, by the use of nomological modalities, explicit
definitions of the latter should be achieved, this method would be unavailing
for theoretical terms. But the arguments do not show—and are not claimed to
show—that theoretical terms can in no way be explicitly defined in terms of
observables. In fact, if Carnap’s statement quoted in the preceding paragraph is
aci:é/ptcd, then many terms that can be explicitly defined by means of the obser-
vational vocabulary must be qualified as theoretical. For example, let ‘R’ be
a two-place observational predicate, and let a one-place predicate ‘M’ be
defined as follows:

(7.6) Def.  Mx=(3y) Rxy

i.e., an object x has the property M, just in case it stands in relation R to at least
one object y. If, for example, ‘Rxy’ stands for ‘x is less heavy than ', then M,
is the property of being exceeded in weight by at least one object, or, of not
being the heaviest of all objects.

Let us assume, as customary, that the domain of objects under study is
infinite or at least has not becn assigned any definite maximum number of
elements. Consider now the possibility of conclusive observational evidence for
or against the sentence ‘M,a’, which attributes M, to a certain objecta. Obviously,
a single observational finding, to the effect that a bears R to a certain object b,
or that Rab, would suffice to verify ‘M;a’ completely. But no finite set of obser-
vational data—‘~Rad’, ‘~Rab’, ‘~Rac’, and so forth—would suffice for a
conclusive refutation of ‘M,a’. According to Carnap’s criterion, thercfore, ‘M,’,

36. Carnap (1956), section 10. An idea which is similar in spirit, but not quite as clear
in its content, has been put forward by Pap in (1953) and in (1955), sections 10-13 and 70, with
the claim (not made by Carnap for his argument) that it establishes the “untenability” of
the “thesis of explicit definability” of theoretical terms by means of observational ones. (Pap
1953, p. 8). On the other hand, Bergmann holds that many concepts of theoretical physics,
including “‘even the particle notions of classical physics could, in principle, be introduced by
explicit definitions. This, by the way, is also true of all the concepts of scientific psychology.”
(1951a, section 1. In the same context Bergmann mentions that the method of partial inter-
pretation seems to be necessary in order to dissolve some of the puzzles concerning quantum
theory). However, this strong assertion is supported chiefly by sketches of some sample defini-
tions. Bergmann suggests, for example, that “This place is in an clectric field’ can be defined
by a sentence of the form ‘If R, then R,’ where R, stands for a sentence to the effect that there
is an electroscope at the place in question, and R, stands **for the description of the behavior
of the electroscope (in an electric field).” (1951, pp. 98-99.) However, this kind of definition
may be questioned on the basis of Carnap’s arguments, which have just been considered.
And in addition, even if unobjectionable, some examples cannot establish the general thesis at

issue. Thus, the question remains unscttled.
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though defined in terms of the observational predicate ‘R’, might have to be
classified as a theoretical term.

But possibly, in the passage quoted above, Carnap meant to require of a
theoretical term ‘M’ that for certain sentences about M no observational results
can be conclusively verificatory or falsificatory evidence. Yet even terms meeting
this requirement can be explicitly defined in terms of observables. Let ‘S be a
three-place observational predicate; for example, *Sxyz" might stand for ‘x is
farther away from y than from z.” And let ‘M, be defined as follows:

(7.7) Def. My =(3y) (2) [~z = y) D Sxyz].

In our example, an object x has M, just in casc there is an object y from which itis
farther away than from any other object 2. Consider now the sentence ‘Mad'. As
is readily seen, no finite set of observational findings (all the relevant ones
would have the form ‘Sabc’ or ‘~Sabc’) can be conclusive cvidence, either
verificatory or falsificatory, concerning ‘Maa'. Hence, though explicitly defined
in terms of the observational predicate *S’, the term ‘M, is theoretical according
to the criterion suggested by Carnap.

The preceding discussion illustrates an_elementary but important point:
when a term, say a one-place predicate ‘Q’, is defined in terms of observables,
its definiens must state a necessary and sufficient condition for the applicability
of ‘Q’, i.e., for the truth of sentences of the form ‘Qb’. But even though that
condition is fhen statcd completely in observational terms, it still may not
enable us to decide, on the basis of a finite number of observational findings,
whether “Q” applies to a given _gb_lcct b; for the truth condition for ‘Qb’ as
characterized by the dcfiniens may not “be equivalent to a truth functional
compound of sentences cach of which expresses a potential observational finding.

To add one more cxamplc to those glvcn before: suppose that the property
term ‘iron object’” and the relation terms ‘attracts’ and ‘in the vicinity of " are
included in the observational vocabulary. Then the definition
(7.8) Def.  x is a magnet = x attracts every iron object in its vicinity
is in terms of observables; but the criterion it provides for an object b being a
magnet cannot be expressed in terms of any finite number of observational
findings; for to establish that b is a magnet, we would have to show that any
picce of iron which, at any time whatever, is brought into the vicinity of b, will
be attracted by b; and this is an assertion about an infinity of cases.

To cxpress the idca more formally, let us assume that our observational
vocabulary contains, in addition to individual names for observable objects,
just first-order predicates of any degree, representing attributes (i.e., properties
or relations) which are observable in the sense that a small number of direct
obscrvations will suffice, under suitable conditions, to ascertain whether a given
object or group of objects exhibits the attribute in question.
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Now let us adopt the following definitions: An atomic sentence is a sentence,
such as ‘Pa’, ‘Red’, ‘Sadg’, which ascribes an observable attribute to a specified
object or group of objects. A basic sentence is an atomic sentence or the negation
of an atomic sentence. A molecular sentence is a sentence formed from a finite
number of atomic sentences by means of truth-functional connectives. Basic
sentences will be considered as included among the molecular sentences.

Basic sentences can be considered as the simplest statements describing
potential results of direct observation: they assert that some specified set of (one
or more) objects has, or lacks, such and such an observable attribute.

Now for every molecular statement S, there exist certain finite classes of
basic statements which imply S, and certain other such classes which imply the
negation of S. Thus, the molecular sentence ‘Pa v (~Pa-Rab)’ is implied by
{‘Pa’} and also by {‘~Pa’, ‘Rab’}, for example; whereas its negation is implied
by the set {'~Pd’, ‘~Rab’}. Hence, for each molecular sentence S, it is possible
to specify a set of basic sentences whose truth would conclusively verify S, and
also a set of basic sentences whose truth would verify the negation of S, and
would thus conclusively refute S. Thus, a molecular sentence is capable both
of conclusive observational verification and of conclusive observational falsi-
fication “in principle,” i.e., in the sence that potential data can be described
whose occurrence would verify the sentence, and others whose occurrence
would falsify it; but not of course in the sense that the two kinds of data might
occur jointly—indecd, they are incompatible with each other.

There are even some sentences of nonmolecular form, i.e., sentences con-
taining quantifiers nonvacuously, which are both completely verifiable and
completely falsifiable in the sense just specified.3” For example, the sentence
‘(x) (Px v Qa)’ is implied by {‘Qa’} and its negation by {'~Pl’, ‘~Qd’}. A
similar argument applies to the sentence ‘(3x) (Px-Qx)’.

As a rule, however, nonmolecular sentences are not both verifiable and
falsifiable. This holds, in particular, for all nonmolecular sentences of purely
general form, i.c., those containing no individual constants at all, such as
‘() (Px D Qx)’; but itis true also of many quantificd sentences containing indi-
vidual constants. Thus, if ‘R’ and ‘S’ are obscrvational predicates, then sentences
of the type ‘(3y)Ray’ arc not falsifiable and sentences of the types (y) (32)Say’
and ‘(3y)(z)Sayz" are neither verifiable nor falsifiable, as is rcadily seen.

Explicit definitions of scicntific terms by means of 3n_q})scrvatior.1.§l vocabulary
may accordingly be divided into two kinds: those which provide fiuite obser-
Wﬁ;qﬁa of application_for the defined term, and those which do not. The

37. (added in 1964). The present paragraph, and the next few, have been modified so as to
correct a mistaken statement made here in the original version of this essay, namely, that only
molecular sentences are both verifiable and falsifiable.
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former are simply those whose definiens, when applied to a particular case,
yields a sentence that is both verifiable and falsifiable. The following dcfinition
is of this kind:
(7.9) Def.  Son xy = Male x - Offspring xy
For application of the definiens to two particular individuals, say a and b, yiclds
the sentence ‘Male a . Offspring a b’, which is both verifiable and falsifiable and
thus provides a finite observational criterion for the application of the term ‘Son’
to a in relation to b. On the other hand, the definitions (7.6), (7.7), and (7.8)
above are among those which afford no finite observational criteria of appli-
cation for the terms they define; this was pointed out carlier.

However, the circumstance that a term, say ‘M’, is originally introduced by
a definition affording no finite observational criteria for its application does not
preclude the possibility that ‘M’ may in fact be coextensive with some obser-
vational predicate, or with a truth-functional conipound of such predicates, say
‘0,.’; and if this should be found to be the case, then ‘M’ could, of course, be
redefined by ‘O’ and could thus be provided with a finite observational criterion

of application.
But granting certain_plausible assumptions concerning the observational
~ rcsaausonll DU >3INE K IR
vocabulary, it can be prov t are definable in a way

that provides them with finite criteria of application. We will assume that the
observational vocabulary is finite. It may contain individual names designating
certain observable objects; first-order predicate terms with any finite number of
places, representing propertics and relations of obscrvable objects; and also
functors, i.c., terms expressing quantitative aspccts—such as weight in grams,
volume in cubic centimeters, or age in days—of obscrvable objects. However,
we will suppose that cach of the functors can take on only a finite number of
different values; this corresponds to the assumption that only a finite number of
different weights, for example, can be ascertained and distinguished by direct
observation. .

In contrast to the functors in the observational vocabulary, the theoretical
vocabulary o sics, for cxample, contairg_a_]gg_c_ number of functors whose

B

permissible values range over all xeal numbers or over all real numbers within
a certain interval. Thus, for cxample, the distance between two points may
theoretically have any non-negative value whatever. Now a definition of the
required kind for a theoretical functor would have to specify, for each of its
permissible values, a finite observational criterion of application. Thus, in the
casc of the theoretical functor ‘length’, a neccssary and sufficient condition, in
the form of a finite obscrvational criterion, would have to be forthcoming for
cach of the infinitely many statements of the form ‘The distance, in centimeters,

between points x and y is r” or bricfly, ‘I(x,y) = r’, where r is some real number.
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Hence we would have to specify for each value of 'r” a corresponding finitely
ascertainable configuration of observables. But this is impossible because the
limits of discrimination in dircct obscrvation allow only a finite, though very
large, number of finitely obscrvable conﬁguranon;-t—o to_be ascertained and dis-
tinguished.

However, if we do not require a finitc obscrvati riterion of application

for cach Eernnssnblc value of a theoretical functor, t infini ifferent

values may b become available.® Consider, for cxamplc, the functor ‘the number
of cells contained in organism y’. If ‘x is a ccll’, ‘y is an organism’, and x is con-
tained in y’ are admitted as obscrvational expressions, then it is possible to give
a separate critcrion of applicability, in terms of observables, for cach of the
infinitcly many values 1, 2, 3 . . . which that functor may theoretically assume.®
This can be done by means of the Frege-Russell analysis of cardinal numbers.
For n = 1, for cxample, the nccessary and sufficient condition is the following:

(7.10) (3u) (v) [y is an organism - ((v is a cell - v is contained in y) = (v = u))]

Thus, the reach of explicit definition in terms of observables, even in the
first-order functional calculus, is greatly extended if quantification is permitted
in the definiens. And if stronger logical means are countenanced, considerable
further extensions may be obtained. For example, the functor ‘the number of
cells contained in y’ can be explicitly defined by the single expression

(7.11) & (a sim X (x is a cell - x is contained in y))

Here, the circumflex accent is the symbol of class abstraction, and ‘sim’ the
symbol for similarity of classes (in the sense of onc-to-one matchability of their
elements).

So far, we have examined only functors whose values are integers. Can
functors with rational and cven irrational values be similarly defined in terms
of observables: Consider, for example, the theoretical functor ‘length in centi-
meters’. Is it possible to cxpress, in observational terms, a necessary and sufficient

condition for

(7.12) I(x,y) =r

for every non-negative valuc of rz We might try to develop a suitable definition
which would correspond to the fundamental method of mecasuring length

38. Iam grateful to Herbert Bohnert who, in a conversation, provided the stimulus for the
development of the ideas here outlined concerning the definability of functors with infinitely
many permissible values. Dr. Bohnert remarked on that occasion that explicit definition of such
functors in terms of an observational vocabulary should be possible along lines indicated
by the Frege-Russcll theory of natural and of real numbers.

39. Ifitshould be objected that ‘cell’ and ‘organism’ are theoretical rather than obscrvational
terms, then they may be replaced, without affecting the crux of the argument, by terms
whose observational character is less controversial, such as.‘marble’ and *bag’, for example.
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by means of rigid rods. And indeed, if our obscrvational vocabulary contains
aname for the standard meter bar, and furthermore the (purely qualitative) terms
required to describe the fundamental measuring procedure, it is possible to
state, for any specified rational or irrational value of r, a necessary and sufficient
condition for (7.12). However, the definiens will normally be teeming with
symbols of quantification over individuals and over classes and relations of
various types and will be far from providing finite observational criteria of
application. I will briefly indicate how such definitions may be obtained. Ex-
pressions assumed to belong to the observational vocabulary will be italicized.

First, the segment determined by two points x,y will be said to have a length of
100 centimeters if it is congruent with (i.c., can be made to coincide with) the
segment marked off on the standard meter bar. Next, consider the observational
criterion for a rational value of length, say, /(x,y) = .25. It may be stated as
follows: there are four segments, each marked off on a rigid body, such that (i) all
four are congruent with each other; (ii) their sum (i.e., the segment obtained by
placing them end to end along a straight line) is congruent with the segment marked
off on the standard meter bar; (iii) each of the four segments is congruent with the
segment determined by points x,y. Analogously, an explicit observational definiens
can be formulated for any other valuc of  that is a rational multiple of 100, and
hence, for any rational value of .

Next, the consideration that an irrational number can be construed as the
limit of a sequence of rational numbers yields the following necessary and
sufficient condition for I(x,y) = r, where r is irrational: the segment determined
by the points x,y contains an infinite sequence of points Xy, X3, X3 . . . such that
(i) x, is between x and y, x, between x, and y, and so forth; (ii) given any segment §
of rational length, there is a point, say x,,, in the sequence such that the segments
determined by x, and y, x,,, and y, and so fortharcall shorter than S, (iii) the lengths
of the segments determined by x and x;, x and x,, and so forth, form a sequence
of rational numbers with the limitr.

Finally, the idea underlying the preceding definition can be used to formulate
an cxplicit definicns for the expression ‘I(x,y)’ in such a way that its range of
values is the set of all non-negative numbers.

Definitions of the kind here outlined are attainable only at the cost of using
a strong logical apparatus, namely, a logic of scts adequate for the development
of the theory of real numbers.# This price will be considered too high by nomin-

4. The argument can readily be extended to functors taking complex numbers or vectors
of any number of components as valucs. Our reasoning has relied essentially on the Frege-
Russcll method of defining the various kinds of numbers (integers, rational, irrational, complex
numbers, ctc.) in terms of the concepts of the logic of sets. For a detailed outline of the proce-
dure, sce Russell (1919); fuller technical accounts may be found in works on symbolic logic.
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alists, who hold that many of the logical concepts and principles here required,
beginning with the general concept of set, are intrinsically obscure and should
not, therefore, be used in a purported explication of the meanings of scientific
terms. This is not the place to discuss the nominalistic strictures, however, and
besides, it would no doubt be generally considered a worthwhile advance in
clarification if for a set of theoretical scientific expressions explicit definitions
in terms of observables can be constructed at all.

Another objection that might be raised against the definitional procedure
here outlined is that it takes a schematic and oversimplified view of the funda-
mental measurement of length, and that it is rather liberal in construing as
observational certain terms needed in the definiens, such as ‘rigid body’ and
‘point’. This is quite true. By including the term ‘point’ in the observational
vocabulary, for example, we construed points as directly observable physical
objects; but our observational criterion for two points x,y determining a segment
of irrational length required that there should be an infinite sequence of other
points between x and y. This condition is never satisfied by the observable
“points” in the form of small physical objccts, or marks on rigid bodies, which
are used in the fundamental measurement of length. As a consequence, the actual
performance of fundamental measurement as represented in the above definition
will never yield an irrational value for the length of a segment. But this does not
show that no meaning has been assigned to irrational lengths; on the contrary,
our outline of the definition shows that a meaning can indeed be formulated in
observational terms for the assignment of any specified irrational value to the
length of a physical line segment, as well as for the function ‘length in
centimeters’ in general.

However, the concept of length thus defined is not adequate for a physical
theory which incorporates geometry, say in its Euclidean form. For the latter
requires that the length of certain segments which are well accessible to direct
measurcment—such as the diagonal of a square whose sides have a length of
100 centimeters—be an irrational number; and statements to this effect will
always turn out to be false if the criterion just discussed is made strictly definitory
of length; for that procedure, as we noted, will always yield a rational value for
the length of a given segment.

What the. preceding argument_about « quantitative_terms (represented by
functors) shows, then, is_this; the fact that the sct of permissible values of 3
théérctical functor is infinite nced not precludq an cxgl_’isit‘_c_lﬁfj_r_nj_t‘igg  for it by
means of a finite vocabulary containing only qualitative terms which "35-’-1-)1
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